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Abstract
We provide a pedagogical introduction to the concept of the local density of optical states (LDOS), illustrating its application to both the classical and quantum theory of radiation. We show that the LDOS governs the efficiency of a macroscopic classical antenna, determining how the antenna’s emission depends on its environment. The LDOS is shown to similarly modify the spontaneous emission rate of a quantum emitter, such as an excited atom, molecule, ion, or quantum dot that is embedded in a nanostructured optical environment. The difference between the number density of optical states, the LDOS, and the partial LDOS is elaborated and examples are provided for each density of states to illustrate where these are required. We illustrate the universal effect of the LDOS on emission by comparing systems with emission wavelengths that differ by more than 5 orders of magnitude, and systems whose decay rates differ by more than 5 orders of magnitude. To conclude we discuss and resolve an apparent difference between the classical and quantum expressions for the spontaneous emission rate that often seems to be overlooked, and discuss the experimental determination of the LDOS.
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Glossary of symbols

Symbols are arranged as follows: physical constants, geometric quantities, rates and numbers, fields, material parameters, quantum operators and states, general notation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hbar$</td>
<td>Planck’s constant, units J s</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Dielectric permittivity of free space, units m⁻³ kg⁻¹ s⁴ A²</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>Magnetic permeability of free space, units m kg s⁻² A⁻²</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light in vacuum, units m s⁻¹</td>
</tr>
<tr>
<td>$r = (x, y, z)$</td>
<td>Position of observer, or point of calculation, units m</td>
</tr>
<tr>
<td>$r_0 = (x_0, y_0, z_0)$</td>
<td>Position of emitter, units m</td>
</tr>
<tr>
<td>$e_i$</td>
<td>Unit vector in the direction $i$</td>
</tr>
<tr>
<td>$\perp$</td>
<td>Out of plane orientation</td>
</tr>
<tr>
<td>$\parallel$</td>
<td>In-plane orientation</td>
</tr>
<tr>
<td>$k = (k_x, k_y, k_z)$</td>
<td>Wave vector, units rad m⁻¹</td>
</tr>
<tr>
<td>$k$</td>
<td>Magnitude of $k$, units rad m⁻¹</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Decay constant (imaginary part of wave number), units rad m⁻¹</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Wavelength, units m</td>
</tr>
<tr>
<td>$L$</td>
<td>Spatial period (with periodic boundary conditions), units m</td>
</tr>
<tr>
<td>$h$</td>
<td>Planar cavity width, units m</td>
</tr>
<tr>
<td>$\ell$</td>
<td>Length of wire, units m</td>
</tr>
<tr>
<td>$d_h, d_t$</td>
<td>Distance to bottom/top of dielectric layer, units m</td>
</tr>
<tr>
<td>$D, D'$</td>
<td>Distance to mirror, units m</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume (occupied by field modes), units m$^3$</td>
</tr>
<tr>
<td>$n_x, n_y, n_z$</td>
<td>Mode numbering</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Polarization of mode $\epsilon$ [1,2]</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency, units s$^{-1}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency, units rad s$^{-1}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>Q factor</td>
</tr>
<tr>
<td>$\Delta \omega_c$</td>
<td>Spectral width, units s$^{-1}$</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>Plasma frequency, units rad s$^{-1}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Damping constant, units rad s$^{-1}$</td>
</tr>
<tr>
<td>$k_0$</td>
<td>Free space wave number, units rad m$^{-1}$</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability of decay from excited state</td>
</tr>
<tr>
<td>$n(t)$</td>
<td>Number of excited emitters</td>
</tr>
<tr>
<td>$g(t)$</td>
<td>Total decay intensity, units s$^{-1}$</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>Radiative decay intensity, units s$^{-1}$</td>
</tr>
<tr>
<td>$h(t)$</td>
<td>Non-radiative decay intensity, units s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Rate of decay from excited state, units s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_0$</td>
<td>Free space decay rate, units s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_b$</td>
<td>Bulk decay rate, units s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_R, \Gamma'_R$</td>
<td>Radiative decay rate (prime indicates structured environment), units s$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_{NR}, \Gamma'_{NR}$</td>
<td>Non-radiative decay rate (prime indicates structured environment), units s$^{-1}$</td>
</tr>
<tr>
<td>$N^e$</td>
<td>Number of emitters in the excited state</td>
</tr>
<tr>
<td>$N_0^e$</td>
<td>Number of emitters in the excited state at $t = 0$</td>
</tr>
<tr>
<td>$d = (d_x, d_y, d_z)$</td>
<td>Dipole moment vector, units m</td>
</tr>
<tr>
<td>$e_d$</td>
<td>Unit vector in direction of $d$</td>
</tr>
<tr>
<td>$d$</td>
<td>Amplitude of $d$, units m</td>
</tr>
<tr>
<td>$E = (E_x, E_y, E_z)$</td>
<td>Electric field vector, units N C$^{-1}$</td>
</tr>
<tr>
<td>$E_S = (E_{Sx}, E_{Sy}, E_{Sz})$</td>
<td>Scattered electric field vector, units N C$^{-1}$</td>
</tr>
<tr>
<td>$B = (B_x, B_y, B_z)$</td>
<td>Magnetic field vector, units kg s$^{-1}$ C$^{-1}$</td>
</tr>
<tr>
<td>$A = (A_x, A_y, A_z)$</td>
<td>Magnetic vector potential, units kg m s$^{-1}$ C$^{-1}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Electric scalar potential, units J C$^{-1}$</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>Static potential per unit dipole moment, units J m$^{-1}$ C$^{-2}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Electric charge density, units C m$^{-3}$</td>
</tr>
<tr>
<td>$j = (j_x, j_y, j_z)$</td>
<td>Electric current density, units C m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$l$</td>
<td>Electrical current, units C s$^{-1}$</td>
</tr>
<tr>
<td>$v = (v_x, v_y, v_z)$</td>
<td>Velocity, units m s$^{-1}$</td>
</tr>
<tr>
<td>$\mathbf{G}$</td>
<td>Dyadic Green function with components $G_{ij}$, units m$^{-1}$</td>
</tr>
<tr>
<td>$\mathbf{G}_S$</td>
<td>Dyadic Green function (scattered part), units m</td>
</tr>
<tr>
<td>$\mathbf{G}_0$</td>
<td>Dyadic Green function in a homogeneous medium, units m$^{-1}$</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>Total scattering cross section, units m$^2$</td>
</tr>
<tr>
<td>$f(\theta, \phi)$</td>
<td>Scattering amplitude, units m</td>
</tr>
<tr>
<td>$\mathbf{E}_n$</td>
<td>Eigenmode of vector Helmholtz equation, units m$^{-3/2}$</td>
</tr>
<tr>
<td>$f_n$</td>
<td>Basis set of functions</td>
</tr>
<tr>
<td>$v_n$</td>
<td>Expansion coefficients of voltage, units V m$^{-1}$</td>
</tr>
<tr>
<td>$i_n$</td>
<td>Expansion coefficients of current, units C s$^{-1}$</td>
</tr>
<tr>
<td>$\omega_n$</td>
<td>Frequency of above eigenmode, units s$^{-1}$</td>
</tr>
<tr>
<td>$c_n$</td>
<td>Coefficient in mode expansion, units C$^{-1}$ m$^{5/2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Emitted power, units J s$^{-1}$</td>
</tr>
<tr>
<td>$P_0$</td>
<td>Emitted power in free space, units J s$^{-1}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Polarizability, units C$^2$ m N$^{-1}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Relative permittivity</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Electric susceptibility</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Relative permeability</td>
</tr>
<tr>
<td>$n$</td>
<td>Refractive index</td>
</tr>
<tr>
<td>$Z$</td>
<td>Electrical impedance, units $\Omega$</td>
</tr>
<tr>
<td>$Z_{nm}$</td>
<td>Impedance matrix, units $\Omega$</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Reflection coefficient for the $i$th polarization</td>
</tr>
</tbody>
</table>
The local density of optical states (LDOS) measures the availability of electromagnetic (EM) modes at a given point in space. While this availability of modes is important in many electromagnetic phenomena, we shall here concentrate on the radiation from a small electric dipole antenna. The antenna radiates in a rather subtle way. To begin with we force a radiation from a small electric dipole antenna. The antenna oscillating current, putting it into the available modes of the electromagnetic field is produced. Now for the subtlety; this radiated field acts back on the antenna. This is the so-called radiation reaction, where the radiated field works on the oscillating current, and thereby determines how much power is radiated. We can imagine the radiation reaction as a pulling of energy out of the oscillating current, putting it into the available modes of the electromagnetic field, whereupon the energy propagates away. The antenna will emit very differently depending on the local availability of modes into which it may radiate. If there are no available modes that can propagate away from the antenna, then no radiation can occur. Conversely if a great number of propagating modes have a large intensity where the antenna is placed, then radiation can be emitted very easily.

From this discussion we see that the amount of radiated power must be governed by the LDOS. Something analogous to the LDOS can be observed while playing a drum. Each mode of the drum skin has nodes—points where the skin does not move—and in hitting the drum you only excite those modes that move the drum skin at the point you hit. Strike a bongo drum in the center and you will make a bass note, strike it close to the edge and a higher frequency note is produced. Strike it right on the edge and no sound comes from the drum skin at all.

It is clear that the concept of the LDOS is a purely classical one, so why do we usually encounter the LDOS concept in conjunction with the spontaneous emission of photons by, for example, quantum dots? The answer is both straightforward and subtle. The straightforward part is that the exciton in a quantum dot is in essence a very small oscillating current, and the way it radiates is still governed by the availability of EM modes, just as for an antenna broadcasting radio waves. But this is not to say that quantum mechanics is completely irrelevant. The subtlety is that a quantum emitter—such as an exciton in a quantum dot—also experiences the local density of states in a second, non-classical way. To appreciate this second contribution we can think of the allowed EM modes in some environment and ask whether quantum mechanics changes them in any way; the answer is both no and yes! No, in that in quantum mechanics the allowed modes are the same as those in classical physics. Yes, in that in quantum mechanics the allowed modes can never be empty of energy, instead each mode has a zero-point energy fluctuation [1]. As a result, in quantum mechanics the electromagnetic field acting on the emitter has two contributions, the radiation reaction is one, and vacuum fluctuations are the other. For model quantum emitters, these two contributions have an equal magnitude and therefore quantum emitters are twice as bright as their classical equivalent!4 Fortunately no disagreement arises when we consider macroscopic antennas, where the contribution from the radiation reaction far exceeds that due to the vacuum field. Classical and quantum views give the same answer—as demanded by Bohr’s correspondence principle.

The local density of states is a concept that can be used to explain a multitude of electromagnetic phenomena, from practical antenna physics [3–6], to fluorescence [7–12], and even quantum forces due to zero point energy [13–16]. In this article we take a rather unconventional approach by beginning with an analysis of the LDOS from a classical perspective. We then explore how the quantum picture may be naturally accommodated and finally show the equivalence of the two viewpoints. The only really quantum aspect of a quantum emitter, apart from the factor of 2 mentioned above, is in the time domain, where a quantum emitter radiates a probabilistic stream of photons rather than a continuous radiation field.

In the remainder of this first section we introduce the reader to the terminology and the phenomenology of radiation emission in a structured environment. We consider the source of radiation to be an oscillating electric dipole, where the source of radiation is small compared to the wavelength, this is by far the commonest type of spontaneous emission source [17–19]. The
details of the theory necessary to calculate the classical or quantum emission from a small antenna are developed later below. We also deal with the distinction between the classical and quantum mechanical emission process, and how to infer the local density of states from a measurement of the emission rate. If the reader only desires a basic understanding and the essential formulae, then section 1 should suffice. Throughout the article we make use of an example system where the density of optical states is easily comprehended, the case of an emitter or antenna in front of a mirror; this system is our leitmotif.

1.2. Physical phenomena where densities of optical states play a role

The LDOS governs the rate at which an atom in its excited state decays to the ground state, emitting a photon in the process. Any decay process (such as e.g. radioactive decay) is governed by something like the LDOS, because the products of any decay need to go somewhere, and the LDOS quantifies how easy it is for them to get there. To highlight the particular importance of the LDOS concept in optics, let us compare the dependence of the following two well-known decay processes on their environment, see figure 1:

(i) the beta decay of the unstable isotope $^{14}$C into the stable $^{12}$C isotope through the emission of an electron and an anti-neutrino; and

(ii) an excited atom decaying to a lower energy level through the emission of a photon.

The former process is the basis of radiocarbon dating, an invaluable technique that underpins archaeology and climate studies, relying on the fact that samples with a different age have a different $^{14}$C content. This dating method relies on the highly reproducible half-life of $^{14}$C, where every $^{14}$C atom has a half-life of 5730 years as shown in figure 1(b) [23]. The decay of $^{14}$C involves nuclear beta decay which is in turn due to the weak force, with a down quark decaying into an up quark and in the process emitting a $W^-$ boson (something like a heavy photon). This boson then undergoes decay into an electron and an anti-neutrino, see e.g. [24]. For such decay processes there is very little one can do to change the...
available electron, neutrino, or $W^-$ boson states, and thus no significant position dependence of this half-life, and no possibility to change the local density of states. However, in other substances beta decay can occur via the capture of an orbital electron by a proton in the nucleus (sometimes called inverse beta decay), emitting a neutrino in the process. This kind of decay depends on the value of the orbital electron wavefunction at the position of the nucleus. In 1947 Segré noticed [25] that by placing the decaying atom in a different environment, e.g. in a compound [26], or within a C$_{60}$ cage [27], the orbital wavefunctions can be modified, which changes the decay rate. Although not commonly discussed in this way, this is an example of the LDOS appearing in nuclear physics. It is clear that in nuclear physics the LDOS is only of limited use, simply because it is so difficult to change the parameters that govern the emission rate.

By contrast, one can very much change the availability of electromagnetic modes into which an atom may emit a photon. For instance if the atom is close to a mirror, the emitted photon is reflected by the mirror, and (depending on the angle of emission, frequency, and precise distance from the mirror) either constructively or destructively interferes at the position of the atom. There is no emission into those waves that destructively interfere, and thus the excited state lifetime depends on the distance from the mirror$^5$. This position dependence of the coupling between the atom and the electromagnetic field is quantified by the number of available waves into which emission can occur, which is—roughly speaking—the LDOS.

We will come back to the example of emission in front of a mirror in section 1.3, but for the moment, imagine what would happen if the half-life of $^{14}$C were to suddenly depend on the environment of each atom. Each atom would have a different half-life, there would be no calibration curve as in figure 1(c), and archaeologists and forensic scientists would find themselves in chaos! Fortunately this does not happen. Yet we should not take the dependence of a physical phenomenon on the LDOS as being an obstacle to reliable experiments; indeed quite the opposite is true, it provides a way for us to control the emission of light by structuring the environment, placing the emitters in front of a mirror, putting them in a small box, or in a photonic crystal. With the right design, these changes can be radical, we can either bring emission to a halt or accelerate it to produce an avalanche of photons. Wishing to sound grand, we might call these spectacular changes a ‘local engineering of the vacuum’. Such engineering gives us exquisite control over the way light is emitted and absorbed, is central to many phenomena in quantum optics [28], and is important in practical applications such as solid-state lighting [29], collecting photons from single-photon sources [30, 31], high-speed LEDs [32], and quantum memories [33].

1.3. The single interface as a leitmotif

We now return to consider what happens to an emitter above a mirror; this simple reflecting interface provides a convenient way to develop a better understanding about the effect of the local density of states on spontaneous emission, indeed, so powerful is it that we will use it as a leitmotif that runs throughout this article. In figure 1(d) the time evolution of the emission of photons from excited $^{13}$ ions above a silver mirror were shown, for two different emitter-mirror separations. The differences in the measured emission lifetimes were ascribed to different local densities of states. Data such as those shown in figure 1(d) may be acquired as a function of emitter mirror separation. Such an experiment was first reported by Drexhage [34, 35], and similar results [36] are shown in figure 2.

By examining the key features exhibited by these data many aspects of the role played by the density of states in spontaneous emission may be explored. The relationship between the spontaneous emission rate $\Gamma$, the spontaneous emission lifetime $\tau$ and the density of states $\rho(\omega)$ at the emission frequency $\omega$ is often written

$$\Gamma = \frac{1}{\tau} = \text{const.} \times \rho(\omega),$$

where, for the moment, we will not concern ourselves about the conditions under which this relationship holds. Looking at the data in figure 2 there are several features we need to explain:

(i) The oscillation of the lifetime as the distance between the emitters and the surface is increased.

(ii) The amplitude of the oscillation, and the way it decays as the distance increases.

(iii) The asymptotic value to which the lifetime tends as the separation increases.

(iv) The quenching of the lifetime for very small separations.

We discuss these items at length throughout this article, here we want to provide some simple physical arguments to help build intuition, for a fuller discussion see section 4.2. Let us look at each of the features in turn.

---

5 The excited-state lifetime $\tau$ is equivalent to the half-life $t_{1/2}$ that is well-known in nuclear physics: $t_{1/2} = \tau \ln(2)$. 

---
The lifetime oscillates because emission from the emitters (the Eu$^{3+}$ ions) is reflected by the surface, see figure 3. If the reflected field returns in phase with the emission source then the rate will be increased (and the lifetime reduced), and vice versa. The oscillation period will thus be approximately half the emission wavelength in the host material for the ions, in this case approximately 200 nm, in good agreement with what is seen in figure 2.

The amplitude of the oscillation is dictated by the quantum (radiative) efficiency of the emitter. As an extreme case, for very low quantum efficiency the decay is dominated by non-radiative processes so that the influence of the local optical environment is reduced, see section 8.3. The oscillation amplitude decays because the emitter is a point source. The strength of the reflected field thus falls as the emitter-mirror separation increases, reducing the contrast of the interference and with it the amplitude of the oscillation. For a dipole oriented parallel to the interface, the image dipole acts to cancel out the emission process, whilst for a dipole oriented normal to the interface the image dipole acts to double the strength of the emission process, see figure 3.

The asymptotic value of the lifetime or rate for large emitter-mirror separations is determined by the effect of the host medium on the emitter and is independent of the mirror, since the emitter is far away. As we will see in the next section, the density of states appropriate to describe this is the full rather than the local density of states.

Quenching: for a real, e.g. metallic mirror, rather than a perfect one, the situation is more complex, and surface modes also act to quench the emission, see section 4.4.1. Note that the dipole orientation also has a strong influence on the spatial locations of the maxima and minima in the lifetime oscillation [37], different dipole orientations produce different combinations of polarised electromagnetic fields at the surface that in turn act back on the dipole, see figure 11. This dipole-orientational dependence means that we need also to consider a partial local density of states.

1.4. Number, local and partial local densities of states
With the foundations of the concept introduced we can now be more precise about what we mean by the LDOS. In fact there is more than one quantity of interest; there are three levels at which we can quantify the number of allowed electromagnetic modes at a frequency $\omega$. We call these three increasingly detailed levels of description the density of optical states (DOS); the local density of states (LDOS); and the partial local density of states (PLDOS); all three are number densities. Based on our discussion so far, it seems rather confusing that the PLDOS (and not the LDOS) is the most detailed level description. Nevertheless it seems in practice that the distinction between the LDOS and PLDOS is rarely made, with the term LDOS often being used to denote both. However, they do represent different things, and in this article we shall distinguish between them.

(i) The number density of optical states $\rho(\omega)$ (DOS) of the system is the number of allowed optical states per unit volume, per unit frequency. This density of states does not account for the spatial distribution of the modes, and would not be able to tell us, for example, how the distance from a mirror affects the radiation from an antenna. Typically, the DOS is invoked for infinite free space. An example of where this is the appropriate quantity governing the physics of emission is when calculating the blackbody spectrum [38], or for calculating the free-space decay rate of emitters that are distributed within a certain volume.

(ii) The local density of states (LDOS) $\rho_l(r, \omega)$, includes a contribution from each mode in proportion to its electric field intensity at the point of interest $r$, and thus—to some degree—accounts for the local availability of modes into which emission may take place. The LDOS is the appropriate density when the electric field intensity varies in space and, for example, the emitter(s) sample all directions in space randomly and on a time scale that is fast compared with the emission lifetime. This is the case for example with the Eu$^{3+}$ ions mentioned above and employed by Drexhage [39], see also figures 13, and 17 below.

(iii) The partial (or projected) local density of states (PLDOS) is relevant when the emitter is sensitive to both the polarization and the intensity of the available modes. For example, a dipole aligned along $\mathbf{r}_d$ will interact most strongly with those modes where the electric field is polarized in the same direction, and least strongly with those modes with an
electric field polarized perpendicularly. At this level of detail the PLDOS \( \rho_\beta(\mathbf{e}_d, \mathbf{r}, \omega) \) includes each mode in proportion to the strength of the electric field projected along the dipole direction \( \mathbf{e}_d \), an example is shown in figure 11 below.

These three levels of description form a hierarchy of detail. If we average the PLDOS over all orientations of the emitter, we obtain the LDOS, and if we further average the LDOS over all positions, we obtain the DOS.

1.5. What the LDOS does and does not tell us about emission

It might be tempting to think that the PLDOS tells us everything about radiation from a small antenna (or quantum emitter), but this is not true. Let us first discuss what the PLDOS does describe before turning to what it does not describe. Consider again our leitmotif where the emitter is placed in front of a mirror. Despite its simplicity, this system is actually the archetype of one where the coupling between the emitter and the field depends on position, it was also used in Drexhage’s pioneering measurements of the spontaneous emission lifetimes of excited rare-earth ions [39]. To be concrete, the formula for the rate of spontaneous emission from a dipolar quantum emitter \( \Gamma^Q \) in terms of the PLDOS \( \rho_\beta \) is

\[
\Gamma^Q = \frac{\pi \omega^2 |\mathcal{P}|^2}{\hbar \epsilon_0 \epsilon} \rho_\beta(\mathbf{e}_d, \mathbf{r}_0, \omega),
\]

indicating that the rate of decay of a single emitter is determined by the PLDOS (which depends on the emitter position \( \mathbf{r}_0 \), the orientation of the dipole moment \( \mathbf{e}_d \) and the emission frequency \( \omega \)), and is proportional to it, with a proportionality constant that depends on the physical constants \( \hbar \) and \( \epsilon_0 \) as well as the permittivity of the surrounding medium \( \epsilon \), the frequency of emission \( \omega \), and the emitter’s transition dipole moment \( \mathcal{P} \). The derivation of this formula is given below in section 5.

What the PLDOS does not tell us is into which modes the radiation goes. Figure 4 shows the result of calculating one component of the field produced by a classical dipole emitter, in three different scenarios. In figure 4(a) the dipole sits in free space, with the blue arrow indicating the instantaneous orientation of the dipole moment, i.e. the direction in which the current flows through the antenna. Figures 4(b) and (c) show how this pattern changes when the dipole is placed near a reflecting surface at two different distances. Changing the distance from the mirror results in two important changes to the emission. Firstly the spatial pattern of the radiating field is altered, as is evident in figure 4(b), which shows enhanced radiation normal to the surface (compared to free space), and almost no radiation normal to the surface in figure 4(c). However, this change in distribution should not be taken as an indication that either the PLDOS, the LDOS or the DOS have changed, i.e. we should not—on this basis alone—conclude that the rate of emission given by equation (2) has changed either. The two different distributions may have changed, but if they carry the same net power away from a dipole of fixed orientation then the numerical value of the PLDOS will be the same. The second change between the two right hand panels of figure 4 is in the overall brightness of the plot. This brightness indicates the overall intensity of the emitted radiation, and thus the power leaving the dipole. The overall intensity is governed by the PLDOS, and concerning figure 4 we can say that the PLDOS at distance \( D' \) from the mirror must be lower than at distance \( D \). Yet, having considered only a single dipole orientation, we cannot yet say anything about the LDOS (in section 3 we shall see that it has the same dependence). It might be initially rather surprising that the DOS is identical in all three panels of figure 4; however, this is because exactly the same continuum of mode frequencies are available.

At the time of writing, the convergence of improved nanofabrication techniques and improved understanding of how nanostructures modify the vacuum has enabled much

![Figure 4](image-url)
more extensive control over the spontaneous emission of photons by quantum emitters than can be achieved with a simple mirror.

1.6. The essential formulae

So far the discussion has been rather qualitative. In this section we shall provide the necessary formulae to calculate our trio of densities of states, as well as formulae for the classical and quantum emission processes they govern.

Suppose we have an optical system with a finite volume \( V \) that supports a set of normalized electromagnetic modes with frequencies \( \omega_n \) and electric fields \( \mathbf{E}_n \). For example, these could be the solutions to Maxwell’s equations inside a metal box [40]. Provided the system contains no dissipative elements, the electric field modes are orthogonal, and we choose to normalize them such that

\[
\int_V \mathbf{E}_n \cdot \mathbf{E}_m^* d\mathbf{r} = \delta_{n,m},
\]

i.e. we normalize them in a way that is convenient for counting the number of modes. By defining the modes in this way we can write the PLDOS as

\[
\text{PLDOS: } \rho_p(\mathbf{e}_d, \mathbf{r}, \omega) d\omega = \sum_n \delta(\omega - \omega_n) |\mathbf{e}_d \cdot \mathbf{E}_n(\mathbf{r})|^2 d\omega.
\]

The PLDOS governs the coupling of the electromagnetic field to a sub-wavelength scale current at position \( \mathbf{r} \) and directed along \( \mathbf{e}_d \). We can account for this expression fairly easily. The delta function simply records the frequencies of the available states, under an integral sign it contributes 1 at the allowed frequencies, and 0 elsewhere. These delta functions are weighted by the normalized electric field intensity in the direction of the dipole moment \( |\mathbf{e}_d \cdot \mathbf{E}_n(\mathbf{r})|^2 \), which records how strongly an emitter at position \( \mathbf{r} \) and with orientation \( \mathbf{e}_d \) interacts with the mode of frequency \( \omega_n \). This is the mathematical expression of our verbal definition of the PLDOS in section 1.4.

The other two densities of states discussed in section 1.4 can be obtained by appropriate averaging of the PLDOS. For instance, the LDOS is three times the orientational average of the PLDOS (relevant when the orientation of the emitter’s dipole moment samples different directions in space on a time scale that is faster than the emission lifetime),

\[
\text{LDOS: } \rho_1(\mathbf{r}, \omega) = \sum_{\mathbf{e}_d} \rho_p(\mathbf{e}_d, \mathbf{r}, \omega) = \frac{1}{n} \sum_n \delta(\omega - \omega_n) |\mathbf{E}_d(\mathbf{r})|^2
\]

and thus weights each delta function with the electric field intensity of each mode. Note that by convention the pre-factor of \( 1/3 \) that one might expect from an orientational average is omitted. Historically, early papers that pointed out the position dependence of the LDOS include Sprik et al [9], and Snoeck et al [8], whilst Chew pointed out the position-dependent emission rate without invoking the LDOS [7].

Finally the DOS is simply the volume average of the LDOS,

\[
\text{DOS: } \rho_0(\omega) = \frac{1}{V} \int_V d^3\mathbf{r} \rho_1(\mathbf{r}, \omega) = \frac{1}{V} \sum_n \delta(\omega - \omega_n),
\]

which, when integrated over a given frequency range, gives us the total number of available electromagnetic modes per unit volume in that frequency range.

The factor of \( V \) appearing in equation (6) is the volume over which the electromagnetic modes are normalized, as shown in equation (3). We note that in practice determining what this volume should be can require some thought. In an idealized cavity with impenetrable walls, it is simply the volume of the cavity. For an infinite medium, we should use an infinite volume in equation (6), which ensures that the density of states is well defined when the spectrum \( \omega_n \) is continuous rather than discrete. This latter situation occurs, for example, in the experimentally relevant case of a finite material embedded in an infinite environment [40]. Note that there are some important subtleties in dealing with mode volumes in the presence of loss—see [41, 42].

While the above definitions are quite simple and intuitive, they have the drawback that they cannot be applied when dissipation is significant (for example if the mirror in figure 4 absorbs some of the incident light). This is because in such systems there are no real valued eigenfrequencies (due to dissipation, the mode amplitudes must decrease over time, corresponding to a complex value of \( \omega_n \)), and thus no obvious meaning for the delta functions in equations (4)–(6). In these cases it is easier to use an alternative and more powerful definition for our densities of states in equations (4)–(6),

\[
\text{PLDOS: } \rho_p(\mathbf{e}_d, \mathbf{r}, \omega) \equiv \frac{2\omega^2}{\pi^2c^2} |\mathbf{e}_d \cdot \mathbf{G}(\mathbf{r}, \omega)| \cdot \mathbf{e}_d,
\]

\[
\text{LDOS: } \rho_1(\mathbf{r}, \omega) \equiv \frac{2\omega^2}{\pi^2c^2} \text{Tr Im}[\mathbf{G}(\mathbf{r}, \omega)],
\]

\[
\text{DOS: } \rho_0(\omega) \equiv \frac{2\omega^2}{\pi^2c^2} \int_V d^3\mathbf{r} \text{Tr Im}[\mathbf{G}(\mathbf{r}, \omega)],
\]

where \( n = \sqrt{\epsilon/\mu} \) is the refractive index of the background material, e.g. the material filling a cavity. The electromagnetic Green function \( \mathbf{G} \) is a dyadic quantity (see, e.g. [43, 44]), which is a mathematical object with two indices, i.e. \( \mathbf{G} \equiv G_{ij} \).

The physical interpretation of the Green function \( \mathbf{G} \) is that it gives the electric field at position \( \mathbf{r} \) due to a point dipole (described by a delta function) at position \( \mathbf{p}_0 \), where the first column of \( \mathbf{G} \) is the electric field vector for emission from an \( x \)-oriented dipole, the second column for \( y \) oriented dipole, and the third column for \( z \) oriented one. The Green function obeys the same vector Helmholtz equation that the electric field obeys in a medium of index \( n \) (see section 3 for a derivation of these formulæ from Maxwell’s equations),

\[
\nabla \times \nabla \times \mathbf{G}(\mathbf{r}, \mathbf{r}_0, \omega) = -\frac{\omega^2}{c^2} \mathbf{G}(\mathbf{r}, \mathbf{r}_0, \omega)
\]

\[
= \frac{1}{\epsilon} \delta^{(3)}(\mathbf{r} - \mathbf{r}_0)
\]

\[
(10)
\]
The densities of states in equations (7)–(9) have \( n_0 \) appearing in both spatial arguments and do not depend on the complete Green function, only its imaginary part. To try to give an intuitive feeling for why only the imaginary part appears, let us consider the cartoon sequence of spontaneous emission in figure 5. At some time before the emission process begins \( (t < t_{em}) \) the emitter is prepared in the excited state. Due to the interaction between the atom and the electromagnetic field, the excited electron begins to make the transition to the lower energy level (the atomic energy levels are not eigenstates of the total system of field+atom). The time taken for the electron to reach the lower level is then determined by how quickly it can lose energy into the electromagnetic field.

An atom is a neutral object, usually very small compared to the wavelength of the emitted photons, and is thus poorly coupled to the electromagnetic field, radiating energy very slowly compared to the period of the electromagnetic wave (see e.g. figures 1(d) and 2). Although the process of an electron’s transition between energy levels is quantum mechanical, the electron radiates photons simply because it is a moving charge. Therefore, as the emission occurs over many optical cycles then, just as in classical physics (see sections 3.2 and 3.3), the emission rate is governed by the time average of the work done by the radiated electric field \( E \) on the current \( j \), due to the motion of the electron. As shown in section 3.3, this time-averaged work is proportional to the imaginary part of the electromagnetic Green function.

Alternatively, and more deeply, we can understand the electromagnetic Green function in terms of linear response theory [45]. Here the Green function can be interpreted as the susceptibility of free space, connecting the response of the electromagnetic field across all space to the applied current \( j \). As with any such susceptibility (such as the familiar electric susceptibility \( \chi \), connecting the material polarization response due to an applied electric field), the rate of energy loss is governed by the imaginary part of the corresponding susceptibility, i.e. \( \text{Im}[G] \). For more details on this point of view see Novotny and Hecht [44] (chapter 14), or Landau and Lifshitz [46] (chapter 8); for a discussion in terms of the spectral function/representation the reader is referred to Chew [47].

The above arguments explain our cartoon, showing that the creation of a photon is described by the imaginary part of the Green function. The reason for the two spatial arguments of the Green function being equal here \( (r = r_0) \) is that the start of the process (no photon) and the end of the process (1 photon just appears) both occur at the point of emission \( r_0 \). Thus, the emission process is described by \( \text{Im}[G(r_0, n_0)] \). After its appearance \( (t > t_{em}) \), the photon propagates somewhere else (e.g. to an observer’s detector) and this propagation is described by the Green function with different initial and final positions \( (r = n_0) \); \( G(r, n_0) \). Although there are only a few systems where the Green function—and hence the PLDOS—can be calculated exactly, namely a flat mirror, a slab, and a sphere, there are numerical tools that serve to calculate this quantity in other situations. One such freely
available tool is the FDTD code MEEP from the MIT group [48], see also the table below.

As the field coming from any source of radiation can be written in terms of the Green function (11), \( \text{Im}[G] \) turns up in a variety of physical phenomena. As a result the LDOS implicitly controls many more physical processes than just the emission from a point source. An interesting example is provided by the scattering of electromagnetic waves. The amplitude of scattering from an object can be specified by a complex angle-dependent scattering amplitude \( f(\theta, \phi) \). The so-called optical theorem states that the imaginary part of the forward scattering amplitude is proportional to the total cross section of the scatter \( \sigma_r \); in simple terms it states that what is removed from the field in front of the object is proportional to \( \text{Im}[f] \) evaluated in front of the object. What is removed is equal to the sum of all the scattered and absorbed radiation. See [49] for an interesting discussion of the history and derivation of this theorem.

We can already imagine that the LDOS plays some role in scattering, because it determines the strength of interaction between the scattering object and the field. To sketch the importance of the LDOS to the optical theorem, consider the scattering of an EM wave from a small object at \( r_0 \), which does not absorb EM energy. The incident field polarizes the object, causing radiation to be emitted. Some of this radiation acts back on the object and changes this polarization, with this backaction described through the Green function \( G(r_0, r) \). Despite being lossless, the total polarizability \( \alpha \) of the object must therefore be a complex quantity that depends on the Green function for equal spatial arguments, \( \hat{G}(r_0, r_0) \). To prevent misunderstanding we note that this complex polarizability is the object’s response to the incident field and not the total field. The imaginary part of \( \alpha \) is thus determined by \( \text{Im}[G(r_0, r_0)] \), i.e. the LDOS. The forward scattering amplitude \( f \) equals \( \alpha \) times a real constant, and thus \( \text{Im}[f] \) (and hence the scattering cross section) is also determined by the LDOS. This reveals the beautiful self-consistency of Maxwell’s equations: however one chooses to calculate the energy radiated by the object, one always reaches the conclusion that it is governed by the LDOS.

When a system does not exhibit any significant dissipation of electromagnetic energy—a perfectly conducting cavity, for instance—our two sets of definitions (4)–(6) and (7)–(9) are entirely equivalent, as we will show in section 3.3. This is because in a lossless system the Green function can be expanded in terms of the system’s orthonormal eigenmodes (for the details of such expansions see [50]), such an expansion makes (7)–(9) identically equal to (4)–(6). However, when there is significant dissipation (for example, a cavity with absorbing walls) the eigenmodes are no longer orthonormal, preventing any straightforward modal expansion of the PLDOS. In this case we should restrict ourselves to

---

6 Note that the real part of \( \hat{G}(r_0, r_0) \) is infinite. This reflects the difficulty of assuming a point-like object. For a small but finite size object the real part of the Green function must be averaged over the object, which produces a finite result.
the PLDOS, with the proportionality constant given by the square of the magnitude of the current \( \omega^2 |d|^2 \), times the constant \( \pi/4e_0c \). Figures 10–12 in the sections below show calculations of \( \rho_0 \) for three simple cases, illustrating that by just adding mirrors one can enhance or suppress the emission from the antenna, relative to emission into free space. To understand how this works, suppose we want to stop an antenna emitting at frequency \( \omega \). From the definition of the PLDOS (4) we see that all the modes \( \mathcal{E}_n \) of the system where \( \omega = \omega_0 \) must have zero field component along the antenna axis. We imagine doing this for example, by putting our emitter between closely spaced parallel mirrors. Provided the mirrors are close enough (relative to the wavelength of emission), there is only one available mode, where the electric field is normal to the surface of the mirrors, like that of a capacitor. Thus a dipole antenna oriented in the plane of these closely spaced mirrors cannot emit. Similarly, to enhance the emission we need to enhance the electric field at the position of the emitter. This is realized, for example, by placing an object close to the antenna that supports a localized electromagnetic mode, where the normalized field amplitude \( \mathcal{E}_n \) will be large. The fluorescence from molecules can be increased in this manner through, for example, placing them close to metallic nanoparticles that support plasmonic modes [60]. The rate of energy emitted from a small quantum system is ruled by almost exactly the same physics as the macroscopic (classical) antenna just discussed. The main difference is that the state of the atom is governed by quantum mechanics and is thus represented by a wave function \( |\psi\rangle \). As we shall demonstrate (using first-order perturbation theory) in section 5, while the atom makes a transition from excited state \( |1\rangle_{\text{at}} \) to the lower energy one \( |0\rangle_{\text{at}} \), the average emitted power \( \langle P^0 \rangle \) is given by an expression that is almost identical to (13)

\[
\langle P^0 \rangle = \frac{\pi \omega^2 |\mathcal{P}|^2}{\epsilon_0 c} \rho_0(\mathbf{e}_d, \mathbf{r}_0, \omega),
\]

(14)

where \( |\mathcal{P}| = \langle 0|_{\text{at}} \hat{d} |1\rangle_{\text{at}} \).

is the dipole matrix element associated with transitions between the atomic excited state \( |1\rangle_{\text{at}} \) and ground state \( |0\rangle_{\text{at}} \). The difference of a factor of 4 will be discussed in section 7. We consider the transition to be associated with a dipole moment along \( \mathbf{e}_d \) and \( \hat{d} \) is the operator that gauges the dipole amplitude. Experiments typically measure the rate of emitted photon clicks, and thus one is more interested in the number of photons per second \( \Gamma^0 = \langle P^0 \rangle / h \omega \). Dividing equation (14) by \( h \omega \), one obtains the rate of spontaneous emission given earlier, see equation (2). We note that for the case where the orientation of the emitter is effectively isotropic, e.g. the orientation of the dipole moment tumble freely in space on a time scale faster than the emission rate, the spontaneous emission rate becomes the orientational average of (2), and thus depends on the LDOS,

\[
\langle \Gamma^0 \rangle = \frac{1}{3} \sum_{\epsilon_i} \Gamma^0 = \frac{\pi \omega^2 |\mathcal{P}|^2}{3\epsilon_0 c} \rho_0(\mathbf{r}_0, \omega).
\]

(16)

If in addition, our emitters are randomly distributed in position and orientation then the overall emission rate is an average over both position and orientation,

\[
\langle \Gamma^0 \rangle = \frac{1}{3} \sum_{\epsilon_i} \int_V d\mathbf{r}_0 \Gamma^0 = \frac{\pi \omega^2 |\mathcal{P}|^2}{3\epsilon_0 c} \rho_0(\omega),
\]

(17)

i.e. the rate depends on the DOS. If the emitter position is not completely unknown then the above spatial integral is over only a portion of the space occupied by the field modes, and thus not equal to the DOS.

Free space is a special case, where all three densities of states are proportional to each other,

\[
\rho = \rho_0 = 3\rho_0',
\]

(18)

with the factor of 3 arising because of the isotropy of free space. In this special case, the partial density of states can be replaced by \( 1/3 \) of the free space number density of states, \( \rho(\omega) = \rho_0(\omega) = (\omega^2/\pi^2c^3) \) (see section 2). This replacement in equations (13) and (14) gives the following expressions for the emitted power,

\[
\langle P^0 \rangle = \frac{\omega^4 |\mathcal{P}|^2}{3\pi c_0 e^3}, \quad \langle P^C \rangle = \frac{\omega^4 |\hat{d}|^2}{12\pi c_0 e^3},
\]

(19)

and the free-space decay rate equals,

\[
\Gamma_0 = \frac{\langle P^0 \rangle}{h\omega} = \frac{\omega^4 |\mathcal{P}|^2}{3\pi c_0 e^3 h},
\]

(20)

where the detailed derivation is provided in section 5.

1.7. Orders of magnitude

It is instructive to inspect the magnitude of the emission rate from equation (20). In figure 6, equation (20) has been used to calculate the decay rate in free space as a function of the angular frequency of the radiation. Five data sets are shown, each line corresponding to a different value of the dipole moment. Spontaneous emission associated with Rydberg states, typically at microwave frequencies, involves large dipole moments, of order 1000 D, owing to the large radii of Rydberg atoms; their associated spontaneous emission rate corresponds to a photon being emitted once every day. Dye molecules such as the laser dye R6G emit in the visible and correspond to a photon being emitted once every 10 ns or so.

\( ^7 \) Dipole moments are usually given in Debye (D), a unit defined as \( 1.10^{-18} \) statC cm, and equivalent to \( 1 D \approx 3.939 e \times 10^{-20} \) C m, with \( e \) the electronic charge and \( d_0 \) the Bohr radius.
and the current density

\[ J = \mathbf{e} \delta(x) \delta(y) I(z) \]

The calculated spontaneous emission rate in free space as a function of emission frequency. Data were calculated using equation (20) for increasing transition dipole moments \( P = 0.1, 1, 10, 100 \) and 1000 D.

### 1.8. Different viewpoints on emission: from microscopic to macroscopic sources

As already established, the LDOS concept concerns a modification to the rate of emission, due to a change in the environment surrounding the emitter. In the literature one commonly encounters at least three different pictures for describing this modification, which are each sketched in figure 7. All of these viewpoints can be understood in terms of the imaginary part of the Green function \( \text{Im}[G] \).

The first is the modal viewpoint, used in our introduction, and is shown in figure 7. From this viewpoint modifications to the local density of states are visualized by considering the sum over the eigenmodes of the system, evaluated at the emitter position \( r_0 \). This picture corresponds to the modal expansion of the Green function (and thus equations (4)–(6)), and is best suited to any lossless closed system, such as an ideal cavity.

The second description is the scattering viewpoint, and is sketched in figure 7(b) where changes to the local density of states are instead understood in terms of the field scattered from the environment. This corresponds to writing the Green function \( \tilde{G} \) as a sum of two parts,

\[ \tilde{G}(r, r_0, \omega) = G_0(r, r_0, \omega) + G_5(r, r_0, \omega), \]

where \( G_0 \) is the Green function for a homogeneous environment with the same refractive index as that in which the emitter is embedded, and \( G_5 \) is the contribution due to scattering by the inhomogeneities in the environment surrounding the emitter (we shall see examples of this decomposition in section 4). This picture is not well suited to lossless closed systems such as an ideal cavity, because at resonance, the field scatters with equal strength an infinite number of times from cavity walls and it is thus unnatural to separate \( G_0 \) from \( G_5 \). However, it is well suited to understanding modifications to the emission due to the presence of isolated metallic or dielectric bodies, where the modal approach becomes more difficult to use. From equations (7)–(9), we see that the imaginary part of the scattered Green function \( \text{Im}[G_5] \) represents all such environmental modifications to e.g. spontaneous emission rates. This quantity also appears when calculating e.g. the Casimir force between dielectric bodies [62]. Although not explicitly discussed, both of these first two equally valid viewpoints can be found side-by-side in chapter 8 of Novotny and Hecht’s textbook [44].

The third viewpoint, the impedance viewpoint, shown in figure 7(c), is the one found in the electrical engineering literature, where the ‘input impedance’ of the antenna replaces the concept of the local density of states (see, e.g. section 1.8 of [3]). This connection can be understood directly by examining a calculation of the antenna input impedance using the method of moments [63, 64]. To see how this viewpoint works, consider a thin wire of length \( l \) aligned along the \( z \) axis and driven with a voltage oscillating at a frequency \( \omega \). Using formula (11), we can use the Green function to relate the electric field \( \tilde{E} \) and the current \( \mathbf{j} = \mathbf{e} \delta(x) \delta(y) I(z) \) along the wire,

\[
\tilde{E}(r) = i \omega \mu_0 \int_{-l/2}^{l/2} dz' G(r, z' e_z, \omega) \cdot e_z I(z').
\]  

We expand the current in the wire in terms of a set of basis functions \( f_n(z') \) that are set equal to one over some small segment of the wire \( z \in [z_n, z_{n+1}] \) and zero elsewhere,

\[
I(z) = \sum_n i_n f_n(z).
\]

Multiplying (22) by \( \mathbf{e} \cdot f_m(z) \) and integrating over the length of the wire gives the voltage \( v_m \) across segment \( m \) as

\[
v_m = -\int_{z_n}^{z_{n+1}} E_z(z) dz = \int_{-l/2}^{l/2} e_z \cdot \tilde{E}(z) f_m(z) dz.
\]

Using our expression for the electric field in terms of the current (22), this expression for the voltage can be written in matrix form as (see figure 7(c), right-hand panel),

\[
v_m = \sum_n Z_{mn} i_n,
\]

where the impedance matrix \( Z_{mn} \) relates the small difference in voltage across each segment to every current element in the wire,

\[
Z_{mn} = -i \omega \mu_0 \int_{-l/2}^{l/2} dz' \int_{-l/2}^{l/2} dz'' e_z \cdot \tilde{G}(z e_z, z' e_z, \omega) \cdot e_z f_m(z) f_n(z').
\]

The impedance (26) plays a fundamental role in (macroscopic) electrical engineering, allowing the continuous field problem to be replaced with a collection of coupled circuits (as shown on the right of figure 7(c)). From the matrix \( Z_{mn} \) one can calculate the input impedance, which relates, e.g. the induced current to a given applied voltage (see [63], and for some simple examples see [65]). The real part of this discretized impedance tells us
about the energy lost from the electrical current into radiation,

\[
\text{Re}[Z_{nm}] = \omega \mu_0 \int_{-\ell/2}^{\ell/2} dz \int_{-\ell/2}^{\ell/2} d\zeta' e_z \cdot \text{Im}[\mathbf G(z e_z, \zeta' e_z, \omega)] \cdot e_z \mathbf f_n(z) f_n(\zeta')
\]

and as expected this is proportional to \(\text{Im}[\mathbf G]\), although not with equal spatial arguments. The non-equal spatial arguments arise because the theory encountered in electrical engineering is more general than the local density of states, with the ability to treat a source of any size. Only in the limit of a small source (\(\ell \to 0\)) does the real part of the impedance matrix (26) become a single number (because there is no need to discretize the source into more than one piece) proportional to \(\text{Im}[\mathbf G(0, 0, \omega)]\) and hence become proportional to the PLDOS. While this description has greater generality, it also lumps together the effect of the environment and antenna geometry. The concept of the local density of states is valid for an infinitesimal antenna, and thus isolates the dependence of the emission on the environment.

1.9. A clarification of terms

It is perhaps useful at this point to remind ourselves of some of the terms we have used in this section. First, we have applied two different words to refer to the same thing: ‘modes’ and ‘states’. In electromagnetism we usually speak of the allowed modes of a system, e.g. optical cavity modes, waveguide modes, and so forth. In solid state physics we usually speak of allowed states, e.g. for electrons in a crystal potential, or phonons on a lattice. While the two terms are synonymous, we have adopted the term density of states, while often referring to the ‘modes’ of the system.

Second, and rather more importantly, we have already talked about the lifetime of an excited state, and will also employ the terms emission (or decay) probability, and emission (or decay) rate. In the case of an atom, the process we are interested in is that of the emission of a photon that may accompany the transition from an excited atomic state into a lower energy state. The probability \(p\) that any one atom emits a photon over the time \(T\) is quantified by the spontaneous emission rate \(\Gamma = p/T\). For
For example, the lifetime $\tau$ given in figure 1(d) was obtained by detecting the arrival time of photons following repeated pulsed excitation of the Eu$^{3+}$ ions. In this case the distribution of arrival times matches a single exponential, with decay constant $\Gamma$.

### 1.10. Guide for the reader

The remainder of this paper explains the origins and subtleties of the formulae given in this present section, along with an elaboration of several examples. In section 2, we show how to calculate the DOS (equation (6)) for free space. In section 3, we treat the physics of the classical dipole antenna, showing that the PLDOS governs the rate at which it radiates energy. Section 4 treats several examples where the PLDOS, LDOS and DOS can be found exactly. In section 5, we derive expressions for the rate of emission from a quantum emitter, showing that it is also governed by the PLDOS, and in section 6 we discuss some of the approximations underlying our calculations. In section 7, we resolve the origin of the factor of 4 between the expressions for the rate of emission from the classical (13) and quantum (14) antenna, finding that its origin is tied to the existence of the vacuum field. In section 8, we illustrate how the LDOS can be extracted from an experimental measurement of the rate of decay. In section 9, we offer some conclusions. A glossary of terms is given after the abstract.

### 2. The density of states (DOS)

As established in section 1.4, the coarsest level of description of coupling an emitter to the electromagnetic field is given by the DOS. Here we show how to calculate this quantity, since it provides a useful introduction to both classical and quantum analyses. We will see later that this quantity emerges from a suitable averaging over the rate of emission from a dipole antenna.

To calculate $\rho(\omega)$ in free space (which for reference we denote as $\rho_0(\omega)$), we can use (6), but we need to make use of a limiting procedure to avoid problems with the infinite size of free space. To avoid having to face this problem directly we treat the infinite volume as being made up of many smaller $L \times L \times L$ cubes, taking the field in each box to be the identical, see figure 8. This assumption is equivalent to the use of periodic boundary conditions on the edges of each cube, and entails a quantization of the allowed values of the wavevector $k$,

$$k(n_x, n_y, n_z) = \frac{2\pi}{L} (n_x e_x + n_y e_y + n_z e_z),$$  \hspace{1cm} (29)

where $n_x$, $n_y$ and $n_z$ are integers. Later we will take the length $L$ to be infinity, and we will find that the result tends to something that is independent of $L$. It is evident that such a choice of wavevector leads to waves that are identical in each of our imagined boxes, e.g.

$$e^{i(k(n_x, n_y, n_z) \cdot (x + L s))} = e^{i(k(n_x, n_y, n_z) \cdot x)}.$$  \hspace{1cm} (30)

In free space the dispersion relation that connects the wavevector $k$ and the frequency $\omega$ is $k^2 = \omega^2/c^2$. Therefore our discrete set of allowed wavevectors leads to a discrete set of allowed frequencies,

$$\omega(n_x, n_y, n_z) = c|k(n_x, n_y, n_z)| = \frac{2\pi c}{L} \sqrt{n_x^2 + n_y^2 + n_z^2}.$$  \hspace{1cm} (31)

We can now use this expression for the allowed frequencies (31) in our formula for the DOS (6). We then find that the number of modes per unit volume in an infinitesimal bandwidth $d\omega$ is given by

$$\rho_0(\omega) d\omega = \frac{2}{L^3} \sum_{n_x, n_y, n_z} \delta(\omega - \omega(n_x, n_y, n_z)) d\omega,$$  \hspace{1cm} (32)

where the factor of two arises from the two independent polarizations of EM waves. This expression is zero except at the allowed frequencies (31). If we now take the limit $L \to \infty$ then this comb of discrete frequencies becomes a continuous distribution, i.e. it is non-zero at every frequency. Using the fact that the difference in two neighboring values of $k$ is $\Delta k = 2\pi/L$, the above expression can be written as an integral,

$$\rho_0(\omega) d\omega = \frac{\Delta k_x \Delta k_y \Delta k_z}{(2\pi)^3} \delta(\omega - \omega(n_x, n_y, n_z)) d\omega \to 2 \int \frac{d^3k}{(2\pi)^3} \delta(\omega - c|k|) d\omega.$$  \hspace{1cm} (33)
The integral is easily evaluated in spherical coordinates
\[ d^3k = \sin(\theta)k^2dk\,d\theta\,d\phi, \]
yielding
\[ \rho_0(\omega)d\omega = \frac{2}{c} \int_{0}^{2\pi} \frac{d\phi}{2\pi} \int_{0}^{\pi} \sin(\theta)k^2dk \int_{0}^{\infty} d\omega, \]
\[ \times \sin(\theta)\delta(k - \omega/c)d\omega, \]
\[ = \frac{\omega^2}{\pi^2c^3}d\omega. \]  
(34)

We thus see that whilst our definition of all the densities of states (4)–(6) was given in terms of a discrete set of modes, they extend to a continuum, provided care is taken with the limiting process.

It is important to note that the density of states, whether it be the number, local or partial density of states, in essence counts a number of modes for a certain physical situation. In contrast, the excitation level of these modes, i.e. the number of photons populating the mode, is irrelevant. Hence, illuminating the structure with a laser, or exciting surface plasmon polaritons, and so forth, does not modify a density of states in any way; the density of states is about the existence of modes, not their population.

At this point we consider the numbers associated with the density of states. How many modes does an emitter interact with? We are now in a position to calculate this number. To go from a number density of modes—as given by equation (34)—to a number of modes, we need to multiply by a chosen volume \( V \), and by a chosen frequency interval \( d\omega \).

We thus write the number of modes at frequency \( \omega \) as
\[ N = \rho_0(\omega)V\Delta \omega. \]  
(35)

Since the wavelength is the natural length scale for wave phenomena, we pick for the volume \( V = \lambda^3 \). For the frequency bandwidth \( \Delta \omega \) it seems natural to pick the natural linewidth \( \Gamma \), this is the linewidth that is related by the ‘uncertainty principle’ to the excited state lifetime \( \tau \): \( \Delta \omega \approx \Gamma = 1/\tau \). With these choices the number of modes (35) is
\[ N = \frac{8\omega^2|\mathcal{P}|^2}{3\varepsilon_0c^3\hbar}. \]  
(36)

The number of modes \( N \) is plotted in figure 9 as a function of angular frequency, and for 5 different values of the dipole moment. We see that the number of states is quite small and typically \( \ll 1 \). In the microwave range, the number of modes lies between about \( N = 10^{-22} \) and \( 10^{-14} \), in the visible range between about \( N = 10^{-12} \) and \( 10^{-4} \). Only in the x-ray range, where \( N \) is between \( 10^{-6} \) and \( 10^7 \), does the number of modes approach \( N \approx 1 \). Do these results match what you expected? Since most unwary colleagues we quizzed expected \( N \approx 1 \), the answer is probably not. We think that the answer to this non-existent puzzle is that there is nothing ‘magic’ about equation (34).

Our first task is to find a general expression for the electromagnetic field produced by a small antenna. We consider the simple case where the antenna sits in a region of free space, as shown in figure 4. The time-variation of the electrical current \( j \) flowing through the antenna produces electromagnetic radiation. The equation governing this radiation process is the Maxwell equation containing the electric current, \( \nabla \times \mathbf{B} = \mu_0 j + \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} \).  
(37)

To solve this equation we work in terms of two auxiliary quantities, the vector potential \( \mathbf{A} \) and the scalar potential \( \phi \), that are related to the field strengths by
\[ \mathbf{B} = \nabla \times \mathbf{A}, \]
\[ \mathbf{E} = -\nabla \phi - \frac{\partial \mathbf{A}}{\partial t}. \]  
(38)

Substituting these expressions for the fields in terms of the potentials into equation (37), we find the following version of...
the vector wave equation
\[
\nabla \times \nabla \times \mathbf{A} + \frac{1}{c^2} \frac{\partial^2 \mathbf{A}}{\partial t^2} + \frac{1}{c^2} \nabla \frac{\partial \phi}{\partial t} = \mu_0 \mathbf{j},
\]
\[
= \mu_0 \frac{d}{dt} \delta^{(3)}(\mathbf{r} - \mathbf{r}_0).
\]
(39)

In the second line we have written the electrical current in terms of its time-dependent dipole moment \(d(t)\) that quantifies the separation of positive and negative charges across the antenna, and we have assumed that the current is only flowing within a very small region of space close to the point \(\mathbf{r}_0\), so that the current is given by,
\[
\mathbf{j} = \frac{dd}{dt} \delta^{(3)}(\mathbf{r} - \mathbf{r}_0).
\]
(40)

We have also made the assumption that the current in the antenna is a fixed function of time, i.e. we have ignored how it is modified by the radiation it produces. This is a reasonable approximation when the electro-motive force (EMF) driving the current is large in comparison to the EMF due to the radiated field. When we come to treat things quantum mechanically we shall make the same assumption, which in that context is known as the weak coupling regime or the Markovian regime, which is where first-order perturbation theory holds.

Our aim is now to solve equation (39) for the vector potential \(\mathbf{A}\), by writing it as a sum over the allowed electromagnetic waves (modes) in our system. In the absence of a driving current, the electric field can be one of a set of possible eigenmodes \(\mathbf{E}_n\) oscillating at a fixed frequency \(\omega = \omega_n > 0\). Combining Maxwell’s two curl equations in the absence of a source, these eigenmodes satisfy
\[
\nabla \times \nabla \times \mathbf{E}_n - k_n^2 \mathbf{E}_n = 0,
\]
(41)

with \(k_n\) the modulus of the wave vector \(k_n = \omega_n/c\). The subscript \(n\) labels all these possible modes of the system. For example, if the electromagnetic field was confined within a conducting box then \(n\) would stand for the three indices \(n_x, n_y, n_z\), labeling the quantization of the modes across the three spatial directions, and for which we could label the two polarizations \(\zeta = 1, 2\). These modes are orthogonal, and we choose to normalize them as shown in equation (3) of section 1.6. Taking the divergence of both sides of (41) we see that these modes all have zero divergence; they are purely transverse. Note that the remaining longitudinal part of the field (i.e. near-field components), which is due to any charge on the antenna, cannot be described in terms of the propagating field \(\mathbf{E}_n\). We now expand the vector potential in equation (39) as a sum over these modes, with expansion coefficients \(c_n(t)\),
\[
A = \sum_n c_n(t) \mathbf{E}_n(\mathbf{r}),
\]
(42)

where we must take the real part if the \(\mathbf{E}_n\) are complex valued. Substituting (42) into (39) we find the following equation for the expansion coefficients \(c_n(t)\)
\[
\sum_n \left( \hat{c}_n + \omega_n^2 c_n \right) \mathbf{E}_n + \nabla \frac{\partial \phi}{\partial t} = -\frac{1}{\epsilon_0} \mathbf{E}_0 \frac{d}{dt} \delta^{(3)}(\mathbf{r} - \mathbf{r}_0),
\]
(43)

where we have assumed that the dipole has a fixed orientation \(d(t) = d(t)e_d\). Multiplying both sides of (43) by \(\mathbf{E}_n^\ast\), integrating, and applying (3) we find the differential equation governing the time evolution of the coefficients \(c_n\) to be
\[
\hat{c}_n + \omega_n^2 c_n = -\frac{1}{\epsilon_0} d(t)e_d \cdot \mathbf{E}_n^\ast(\mathbf{r}_0),
\]
(44)

which shows that the amplitudes of the electromagnetic modes each behave as simple harmonic oscillators, driven by a ‘force’ which is proportional to the time derivative of the dipole moment. Assuming that the antenna is switched on at \(t = 0\) and that the \(c_n\) were zero before this time, the solution of (44) is10,11,
\[
c_n(t) = \frac{1}{\epsilon_0 \omega_n} e_d \cdot \mathbf{E}_n^\ast(\mathbf{r}_0)
\]
\[
\times \left\{ \begin{array}{ll}
0 & (t < 0) \\
\int_0^t dt' \sin(\omega_n(t - t')) \hat{d}(t') & (t > 0)
\end{array} \right.,
\]
(45)

Similarly, taking the divergence of both sides of (43) we find the equation governing the behavior of the scalar potential \(\phi\),
\[
\nabla^2 \phi(\mathbf{r}, t) = \frac{1}{\epsilon_0} e_d \cdot \nabla \delta^{(3)}(\mathbf{r} - \mathbf{r}_0),
\]
(46)

where we have separated variables \(\phi(\mathbf{r}, t) \equiv d(t)\phi(\mathbf{r})\). Evidently (46) is Poisson’s equation for the electrostatic potential due to a ‘charge density’ \(\sigma = -e_d \cdot \nabla \delta^{(3)}(\mathbf{r} - \mathbf{r}_0)\). The electric field (38) is thus made up of; (42), corresponding to the radiation in the system, with the amplitude of each mode behaving as a driven simple harmonic oscillator (44); plus \(-\nabla \phi\), which is the non-propagating part of the field due to the instantaneous separation of electric charge across the antenna (46).

3.2. The PLDOS in terms of fields

As described in section 1.6, we quantify the radiation leaving the antenna through the rate at which the radiated electric field
\( E \) does work on the current \( j \),

\[
P^C(t) = -\int d^3r \cdot E,
\]

\[
= \frac{1}{\varepsilon_0} \sum_n \int_0^t dt' \frac{\sin(\omega_n(t-t'))}{\omega_n} \times \delta(t') d(t) |e_n \cdot E_n(r_0)|^2,
\]

(47)

where in the second line we used our expression for the field (38) as well as the expansion (42). The second time derivative of the dipole moment was obtained through applying the result \( (dd/dt) \sin(\omega_n(t-t')) = -(dd/dt') \sin(\omega_n(t-t')) \) and integrating by parts. Assuming that the dipole oscillates at a fixed frequency \( \omega > 0 \), then

\[
d(t) = \text{Re}[\hat{d} e^{-i\omega t}] = \hat{d} \cos(\omega t),
\]

(48)

so that by averaging equation (47) over a long time \( T \gg 1/\omega \) we find that the average emitted power can be expressed as

\[
\langle P^C \rangle = \frac{1}{T} \int_0^T P^C(t) dt,
\]

\[
= \frac{\omega^4 |d|^2}{4\varepsilon_0} \sum_n \frac{1}{2 \omega_n} \left[ 1 \left( 1 - \frac{T}{\omega / \omega_n} \right)^2 \right]
\times |e_n \cdot E_n(r_0)|^2 + \omega_n \rightarrow -\omega_n,
\]

(49)

where \( +\omega_n \rightarrow -\omega_n \) indicates that a second term should be added to the equation, the same as the first, but with \( +\omega_n \) replaced by \( -\omega_n \). Notice that the first term on the right of (47) averages to zero over time: in the cases we consider here, this ‘electrostatic’ part of the field \( \nabla \phi \) carries no energy away from the antenna and is thus not of interest\(^{12}\). As the averaging time \( T \) is made longer and longer, the sinc-squared function within the summation of (49) becomes more and more sharply peaked around the points where \( \omega = \omega_n \), and in the limit becomes a delta function [67],

\[
\lim_{T \rightarrow \infty} \frac{\sin^2[(\omega - \omega_n)T/2]}{[(\omega - \omega_n)/2]^2 T} = 2\pi \delta(\omega - \omega_n).
\]

(50)

The \( +\omega_n \) term vanishes and, given that both \( \omega \) and \( \omega_n \) are assumed positive, the long-time average of the power emitted from the antenna is thus given by,

\[
\langle P^C \rangle = \frac{\pi \omega^2 |d|^2}{4\varepsilon_0} \sum_n |e_n \cdot E_n(r_0)|^2 \delta(\omega - \omega_n),
\]

(51)

and varies in proportion to the PLDOS defined in section 1.6, in agreement with similar expressions in the literature, e.g. [68]. If the emitter is not embedded in free space, but instead sits in an homogeneous medium, one can obtain the equivalent of (52) through the substitutions \( \varepsilon_0 \rightarrow \varepsilon_0 \) and \( \mu_0 \rightarrow \mu \varepsilon_0 \), leaving,

\[
\langle P^C \rangle = \frac{\pi \omega^2 |d|^2}{4\varepsilon_0 \mu} \rho_p(e_d, r_0, \omega).
\]

(53)

In section 4, we evaluate \( \rho_p \) in some simple cases.

### 3.3. The PLDOS in terms of the Green function:

As mentioned in section 1.6, the above method for calculating the rate of emission from the antenna (and hence the PLDOS) is no longer applicable when there is significant dissipation in the system. There is a more general expression for the PLDOS in terms of the electromagnetic Green function \( G \), defined in section 1.6. In this article we have so far avoided using the Green function, since the sum over modes is likely to give those less familiar with the problem greater insight into the physics. However, the power of the Green function approach is such that now makes a good time to introduce it since, among other things, it allows us to incorporate dissipation in a natural way.

To represent our results in terms of a Green function, we combine Maxwell’s equations to eliminate the magnetic field. We also assume the current is oscillating at a fixed frequency \( \omega \), writing quantities as e.g. \( j = Re[j e^{-i\omega t}] \). The electric field is then governed by the vector wave equation

\[
\nabla \times \nabla \times \vec{E} = -j \mu_0 \omega \vec{j},
\]

(54)

where we have included the permittivity \( \varepsilon \) and permeability \( \mu \) of the medium. The average emitted power (12) is given by

\[
\langle P^C \rangle = -\frac{1}{T} \int d^3r \int_0^T \text{Re}[\vec{j} e^{-i\omega t}] \cdot \text{Re}[\vec{E} e^{-i\omega t}] dt
\]

\[
= -\frac{1}{2} \int d^3r \text{Re}[\vec{j}^* \cdot \vec{E}].
\]

(55)

Using the definition of the Green function as the solution to (10), the electric field in (54) can be written as an integral,

\[
\vec{E} = j \mu_0 \omega \int d^3r' \vec{G}(r, r', \omega) \cdot \vec{j}(r'),
\]

(56)

and therefore the average emitted power (55) is given by,

\[
\langle P^C \rangle = \frac{j \mu_0 \omega}{2} \int d^3r \int d^3r' \vec{j}^* \cdot \vec{G}(r, r', \omega) \cdot \vec{j}(r'),
\]

\[
= \frac{j \mu_0 \omega |d|^2}{2} \text{Im}[\vec{e}_d \cdot \vec{G}(r_0, r_0, \omega) \cdot \vec{e}_d],
\]

(57)

where we used the expression for the current in terms of the dipole moment (40). Comparing (57) with our earlier expression (53) we see now that the partial local density of states can also be written in terms of the imaginary part of the Green function,

\[
\rho_p(e_d, r_0, \omega) = \frac{2 \omega |d|^2}{\pi \varepsilon_0} e_d \cdot \text{Im}[\vec{G}(r_0, r_0, \omega) \cdot \vec{e}_d],
\]

(58)

where the refractive index of the host medium is given by \( n = \sqrt{\varepsilon_0} \). Expression (58) is a form often used in the
literature on spontaneous emission (e.g. [71, 72]). Given the relationship between the PLDOS, LDOS and DOS described in section 1.4, one can—through suitable averaging—obtain the three expressions (7) given in section 1.6. Although the Green function is neat and compact, for the uninitiated it is not always clear how it relates to the spatial distribution of the allowed modes in the system. Here this relationship can be seen by comparing the two expressions for the partial local density of states (4) and (58). (For the mathematics of Green functions, see Barton [50], and for something more specific to the dyadic Green functions used here see Tai [73].)

There are several cases where analytic expressions for the Green function are known, e.g. systems such as conducting spheres and cylinders [74], coaxial waveguides [75], and graphene [76], and these can be applied to obtain expressions for the PLDOS. The simplest case is probably an infinite homogeneous medium of permittivity $\epsilon$ and permeability $\mu$, which we give for reference (and shall use later). In this case the Green function $G$ is given by

$$G_0 = \left[ \frac{1}{k_0^2 n^2} \nabla \otimes \nabla + \frac{1}{4\pi} \frac{e^{i|\mathbf{r} - \mathbf{r}_0|}}{|\mathbf{r} - \mathbf{r}_0|} \right],$$

where '⊗' indicates a tensor product, e.g.,

$$\nabla \otimes \nabla = \begin{pmatrix} \frac{\partial^2}{\partial x^2} & \frac{\partial^2}{\partial x \partial y} & \frac{\partial^2}{\partial x \partial z} \\ \frac{\partial^2}{\partial y \partial x} & \frac{\partial^2}{\partial y^2} & \frac{\partial^2}{\partial y \partial z} \\ \frac{\partial^2}{\partial z \partial x} & \frac{\partial^2}{\partial z \partial y} & \frac{\partial^2}{\partial z^2} \end{pmatrix}. \tag{60}$$

The imaginary part of (59) determines the PLDOS (see figure 5), and after expanding $\sin(k_0 n |\mathbf{r} - \mathbf{r}_0|)/(4\pi |\mathbf{r} - \mathbf{r}_0|)$ to the first two leading terms in $\mathbf{r} = |\mathbf{r} - \mathbf{r}_0|$ (assuming that $\mathbf{e}_d$ points along the z-axis) one obtains

$$\mathbf{e}_d \cdot \text{Im}[G_0(\mathbf{r}_0, \mathbf{r}_0, \omega)] \cdot \mathbf{e}_d = \frac{k_0 n}{4\pi} \int_0^1 \left[ 1 - \text{Re} \left[ \frac{1}{n^2} \right] \right] n^2 \, dn,$$

$$+ \frac{1}{k_0} \text{Im} \left[ \frac{1}{n^2} \right] \lim_{\omega \to 0} \frac{\partial^2}{\partial \omega^2} \cos(k_0 n r), \tag{61}$$

which for lossless media ($\epsilon$ and $\mu$ real) reduces to

$$\mathbf{e}_d \cdot \text{Im}[G_0(\mathbf{r}_0, \mathbf{r}_0, \omega)] \cdot \mathbf{e}_d = \frac{k_0 n}{6\pi}, \tag{62}$$

which, when substituted into the expression for the PLDOS (58) gives,

$$\rho_p(\mathbf{e}_d, \mathbf{r}_0, \omega) = \frac{n^3 \omega^2}{3\pi c^2} = \frac{n^3}{3} \rho_0(\omega). \tag{63}$$

As expected, when $\epsilon \mu = 1$, as in free space, this is $1/3$ the value of the free space DOS (34), as the emitter only probes one of the three spatial dimensions, whereas the DOS counts all the modes irrespective of dimension (or dipole orientation). The factor of $n^3$ is due to the effect of the surrounding dielectric medium, where the wavelength in each direction is compressed by a factor of $1/n$.

4. Examples

In this section we illustrate how the emission from an antenna depends on the environment by evaluating the partial local density of states (4) in some simple cases. We treat atomic systems in section 5.

4.1. Emission in a homogeneous environment

The very simplest case to begin with is the PLDOS in a homogeneous isotropic environment (see figure 10), i.e. for an emitter embedded in an infinite medium of constant scalar permittivity and permeability. We have just evaluated this using the Green function (63), but to show the equivalence of the modal approach (i.e. the equivalence between the two descriptions sketched in figures 7(a) and (b)), we shall also now evaluate it using a summation over modes.

Note that due to the isotropy and homogeneity of the system, the PLDOS, LDOS and DOS all contain the same information. We imagine dividing space up into $L \times L \times L$ cubes, then taking the limit $L \to \infty$. This restricts the wavevector to the form (29) and the frequency to $\omega(n_x, n_y, n_z) = \frac{2\pi}{L \sqrt{d^2}} (n_x^2 + n_y^2 + n_z^2) \tag{64}$

The two polarizations of the electric field are represented by unit vectors that are orthogonal to the wavevector (29), and to each other. We choose these polarization unit vectors to be

$$\mathbf{e}_1(n_x, n_y, n_z) = \frac{n_x \mathbf{e}_x - n_y \mathbf{e}_y}{\sqrt{n_x^2 + n_y^2}},$$

$$\mathbf{e}_2(n_x, n_y, n_z) = \frac{1}{\sqrt{n_x^2 + n_y^2 + n_z^2}} \left( \frac{n_z \mathbf{e}_z - n_x \mathbf{e}_x - n_y \mathbf{e}_y}{\sqrt{n_x^2 + n_y^2}} \right). \tag{65}$$

Because free space is isotropic we can choose the unit vector $\mathbf{e}_j$ in the definition of the PLDOS (4) to point in the $\mathbf{e}_j$ direction, without affecting the answer. This eliminates the polarization $\mathbf{e}_1$ from the formulae. The relevant modes of our system are then plane waves with an electric field given by

$$E_{n_x, n_y, n_z} = \frac{1}{L^{3/2}} e_2(n_x, n_y, n_z) \exp(i k(n_x, n_y, n_z) \cdot \mathbf{r}), \tag{66}$$

where the prefactor of $1/L^{3/2}$ is chosen so that the modes are orthonormal (3) when integrated over the $L \times L \times L$ cubic volume. Substituting (66) into the PLDOS (4) then gives us,

$$\rho_p(\mathbf{e}_d, \mathbf{r}_0, \omega) = \frac{1}{L^3} \sum_{n_x, n_y, n_z} n_x^2 + n_y^2 + n_z^2 \delta \left( \omega - \frac{2\pi}{L \sqrt{n_x^2 + n_y^2 + n_z^2}} \right). \tag{67}$$

We now take the same limit as in section 2, letting $L \to \infty$ thereby turning the summation into an integral. Evaluating
this integral in spherical coordinates (k, θk, φk) leaves us with

\[ \rho_p(e_d, r_0, \omega) = \int_0^{2\pi} \frac{d\phi_k}{2\pi} \int_0^\pi \sin^3(\theta_k) \frac{d\theta_k}{2\pi} \times \int_0^{2\pi} k^2dk \left( \omega - \frac{c}{n}k \right), \]

\[ = \frac{n^3\omega^2}{4\pi^2c^3} \int_0^\pi \sin^3(\theta_k)d\theta_k, \]

\[ = \frac{n^3\omega^2}{3\pi^2c^3}. \] (68)

in agreement with (63). Given that in this system the PLDOS is independent of both the emitter orientation \( e_d \) and the emitter position \( r_0 \), the LDOS \( \rho_l(\omega) \) (5) is simply three times the partial local density of states, and is in turn equal to the number density of states, \( \rho(\omega) \) (6), i.e.

\[ 3\rho_p(e_d, r_0, \omega) = \rho_l(r_0, \omega) = \rho(\omega) = \frac{n^3\omega^2}{\pi^2c^3} = n^3\rho_l(\omega). \] (69)

In a homogeneous environment all three measures of the density of states contain exactly the same information, the only difference being a factor of 1/3 which arises because the partial local density of states is only concerned with one out of the three possible antenna orientations.

Applying our formula for the partial local density of states (68) to our expression for the power radiated from an antenna (53) we find that the average power emitted from a dipole antenna in a homogeneous medium is equal to,

\[ \langle P_C \rangle = \frac{1}{12\pi\epsilon_0} \frac{n^3\epsilon}{\epsilon^3} \left\langle \left| \frac{d^2}{dt^2} \frac{\omega^4}{12\pi\epsilon_0c^3} \right| \right\rangle = Zn^3\langle P_C \rangle. \] (70)

where \( \langle P_C \rangle = \left| \frac{d^2\omega^4}{(12\pi\epsilon_0c^3)} \right| \) is the time averaged power emitted from a classical dipole antenna in free space, and

\[ Z = \frac{\mu}{\epsilon} \] is the relative impedance of the medium. Note that the emitted power scales as \( \omega^6 \), which can be understood as the combination of one factor of \( \omega^2 \) coming from the time variation of the dipole moment, and another \( \omega^2 \) coming from the local density of states. The rate of energy lost from an antenna embedded in a homogeneous medium, relative to the rate of emission in free space also increases as the relative impedance of the medium multiplied by the refractive index squared. This is the combined effect of both an increase of the partial local density of states, due to the factor of \( n^3 \) in (68), and the modified coupling between the antenna and the field, arising from the factor of \( 1/\epsilon \) in (53); the improved polarizability of the medium (relative to vacuum) screens the dipole moment of the antenna, reducing it by a factor of \( 1/\epsilon \).

4.2. Emission close to a perfect mirror

The simplest inhomogeneous case returns us to our leitmotif, the PLDOS close to a perfectly reflecting mirror (in this section we assume \( \epsilon = \mu = 1 \) outside the mirror). While the allowed frequencies remain continuous in this system, all positions and directions are no longer equivalent. An antenna will emit differently depending on its distance from the mirror, and its orientation relative to the plane of the mirror. In this system we will begin to see the distinction between the three measures of the density of states (4), (5) and (6). A good mirror is typically a good conductor. In the presence of an electric field the charges within the conductor move, canceling the in-plane electric field at the surface. A mirror can therefore be mimicked using the boundary condition that the in-plane electric field is zero. We take the surface of the mirror to be at \( z = 0 \), and sum together pairs of the allowed modes in free space (66).
such that the in-plane electric field is zero in this plane. For the two types of polarization defined in (65) we have either (for polarization $e_2$,)

$$\mathbf{E}^{(2)}_{n_x,n_y,n_z} = \frac{N_{n}}{\sqrt{L^3}} \left[ e_2(n_x, n_y, n_z) \exp(i k(n_x, n_y, n_z) \cdot \mathbf{r}) + e_2(n_x, n_y, -n_z) \exp(i k(n_x, n_y, -n_z) \cdot \mathbf{r}) \right],$$

(71)

(where the normalization constant is given by $N_{n>0} = 1$ and $N_{n=0} = 1/\sqrt{2}$) or for polarization $e_1$,

$$\mathbf{E}^{(1)}_{n_x,n_y,n_z} = \frac{1}{\sqrt{L^3}} \left[ e_1(n_x, n_y, n_z) \exp(i k(n_x, n_y, n_z) \cdot \mathbf{r}) - e_1(n_x, n_y, -n_z) \exp(i k(n_x, n_y, -n_z) \cdot \mathbf{r}) \right],$$

(72)

where again we initially assume that free space is periodic with spatial period $L$, taking the limit of large $L$ at the end of the calculation. Given that these modes vanish on a series of $z = \text{const.}$ planes, separated by a distance $L/2$, they are normalized over the $L \times L \times L/2$ volume above the mirror at $z = 0$. Note that we need only consider positive values for the integer $n_z$; the negative values do not correspond to different modes.

For a general orientation $\mathbf{e}_d$, an antenna will couple to some combination of both modes (71) and (72). To simplify the discussion we consider two cases, where the antenna either points entirely in the plane of the mirror (||), or entirely perpendicular to this plane (⊥).

4.2.1. Antenna pointing in the plane of the mirror (||). All directions in the plane of the mirror are equivalent, and we can therefore choose the antenna to point along the $x$-axis: $\mathbf{e}_d = e_x$ (see figure 11(a)). Substituting the above expressions for the two polarizations of the electric field (71) and (72) into the definition of the partial local density of states (4), after a few manipulations it can be reduced as follows

$$\rho_{\parallel}(\mathbf{r}_0, \omega) = \sum_{n_x,n_y,n_z \geq 0} \sum_{n=1,2} |e_n \cdot \mathbf{E}^{(n)}_{n_x,n_y,n_z}(\mathbf{r}_0)|^2 \times \delta(\omega - \omega(n_x, n_y, n_z)) \approx \frac{4}{L^3} \sum_{n_x,n_y,n_z > 0} n_x^2 + n_y^2 + n_z^2 \times \sin^2 \left( \frac{2\pi n_z z_0}{L} \right) \delta(\omega - \omega(n_x, n_y, n_z)), \quad (73)$$

where in the second line we neglected the $n_z = 0$ term in the sum, the contribution of which is zero in the large $L$ limit. Taking this limit as we did previously in equation (68), the sum becomes an integral, which again can be evaluated in spherical polar coordinates leaving the expression

$$\rho_{\parallel}(\mathbf{r}_0, \omega) = \frac{\omega^2}{\pi c^2} \int_0^{\pi/2} d\theta_k \left[ \sin(\theta_k) \right. - \frac{1}{2} \sin^3(\theta_k) \left. \sin^2 \left( \frac{\omega c}{c} \cos(\theta_k) z_0 \right) \right]. \quad (74)$$

the $z_0$ dependence of which is plotted in figure 11(b).

When the antenna is close to the mirror ($\omega z_0/c < 1$) then the sine-squared dependence within the integrand can be approximated by the quadratic $\omega^2 z_0^2 \cos^2(\theta_k)/c^2$, allowing us...
to evaluate the integral analytically,

Close to mirror: \( \rho_p(\|, r_0, \omega) \)

\[
\approx \frac{\omega^2}{\pi \varepsilon_0^2} \int_0^{\pi/2} d\theta_k \sin(\theta_k) \cos^2(\theta_k) \left[ \frac{\omega z_0}{c} \cos(\theta_k) \right] 
\]

\[
= \frac{4\omega^2}{15\varepsilon_0^2} \rho_0, \quad (75)
\]

where \( \rho_0 \) is the free space DOS (68). Therefore close to the mirror, the emitted power (52) will be very low compared to free space. We can understand this in terms of the image dipole induced in the mirror, shown in figure 3. Given that the dipole lies in the plane, as we bring the dipole emitter towards the mirror the image dipole ultimately reduces the net dipole moment to zero, extinguishing the radiation.

Meanwhile when the antenna is far away from the mirror \((\omega z_0/c \gg 1)\), the sine-squared oscillates between 0 and 1 so rapidly that its effect is just to scale the rest of the integrand. To see this, we can examine the general form of the integral appearing in (74) at a point where \( \omega z_0/c = \pi N \) (N integer), with \( N \gg 1 \),

\[
\int_0^\pi/2 \sin(\theta_k) f(\cos(\theta_k)) \sin^2 \left( \frac{\omega z_0}{c} \cos(\theta_k) \right) d\theta_k 
\]

\[
= \int_0^1 \sin(\eta) \sin^2(\pi N\eta) d\eta, 
\]

\[
\approx \frac{1}{2} \int_0^1 f(\eta) d\eta, 
\]

where \( f(\cos(\theta_k)) \) is an arbitrary function that is independent of \( z \), and the approximations tend to exact results in the limit of infinite \( N \). Using this result (76) we can evaluate (74) in the limit where the antenna is very far from the mirror.

Far from the mirror: \( \rho_p(\|, r_0, \omega) \sim \frac{\omega^2}{3\pi^3} \approx \frac{\rho_0}{3} \). \quad (77)

As the antenna is moved ever further away from the mirror, the partial local density of states and therefore the rate of emission (52), approaches that of free space. The onset of this behavior is evident on the far right of figure 11(c).

### 4.2.2. Antenna pointing out of the mirror plane (\( \perp \))

For the opposite case \( e_\perp = e_\| \) (figure 11(c)), the antenna only couples to one of the two polarizations defined in (72). This results in the following expression for the partial local density of states, \( \rho_p(\perp, r_0, \omega) \)

\[
= \sum_{n_x,n_y,n_z \geq 0} \left| e_\| \cdot \mathbf{E}_{n_x,n_y,n_z}(r_0) \right|^2 
\]

\[
\times \delta(\omega - \omega(n_x, n_y, n_z)), 
\]

\[
\approx \frac{4}{L^3} \sum_{n_x,n_y,n_z \geq 0} \frac{n_x^2 + n_y^2 + n_z^2}{n_x^2 + n_y^2 + n_z^2} 
\]

\[
\times \cos^2 \left( \frac{2\pi n_z z_0}{L} \right) \delta(\omega - \omega(n_x, n_y, n_z)). 
\]

(78)

Again taking the large \( L \) limit, converting (78) to an integral, and using spherical polar coordinates to evaluate this integral we can reduce (78) to,

\[
\rho_p(\perp, r_0, \omega) = \frac{\omega^2}{\pi \varepsilon_0^2} \int_0^{\pi/2} d\theta_k \sin^2(\theta_k) \cos^2 \left( \frac{\omega}{c} \cos(\theta_k) z_0 \right). 
\]

(79)

the \( z_0 \) dependence of which is plotted in figure 11(d). From equation (79), we see that an antenna pointing into or out of a mirror emits rather differently to one pointing in the mirror plane, especially very close to the mirror; in particular whilst the integrand of (74) tends to zero as the dipole approaches the mirror, the integrand of (79) tends to a maximum! Explicitly, the expression for \( \rho_p \) tends to double the free space density of states

Close to mirror: \( \rho_p(\perp, r_0, \omega) \)

\[
\approx \frac{\omega^2}{\pi \varepsilon_0^2} \int_0^{\pi/2} d\theta_k \sin^2(\theta_k) = \frac{2\rho_0}{3}. 
\]

(80)

We can again understand the implied doubling of the radiated power (52) in terms of the image dipole induced within the mirror, shown in figure 3. This image doubles the apparent length of the antenna. One would expect such a stretched antenna to radiate four times more power but since we only calculate the power radiated into the upper half space, this leads to the factor of two in equation (80).

Again, just as for the parallel dipole orientation, when the distance from the mirror is large \((\omega z_0/c \gg 1)\) then the partial local density of states reduces to the free space value (68) by the same argument as given in (76)

Far from mirror: \( \rho_p(\perp, r_0, \omega) \approx \frac{\rho_0}{3} \). \quad (81)

Having calculated the partial local density of states for the two antenna orientations (74) and (79) as a function of position and frequency, we can calculate the LDOS (5) and the DOS (6). The LDOS is the sum of \( \rho_p \) over the three possible antenna orientations

\[
\rho_\parallel(r_0, \omega) = 2\rho_p(\|, r_0, \omega) + \rho_p(\perp, r_0, \omega), 
\]

\[
= \frac{\omega^2}{\pi \varepsilon_0^2} \int_0^{\pi/2} d\theta_k \left[ 2\sin(\theta_k) \sin^2 \left( \frac{\omega}{c} \cos(\theta_k) z_0 \right) + \sin^2(\theta_k) \cos^2 \left( \frac{2\omega}{c} \cos(\theta_k) z_0 \right) \right] 
\]

(82)

as plotted in figure 11(c). This plot shows that as one approaches the mirror the local density of states reduces to \( \rho_\parallel / 3 \rho_0 = 2/3 \), meaning that were we to randomly choose our antenna orientation then we would find an average reduction in emission close to the mirror. This, however, misses the fact —evident in the more detailed quantity \( \rho_p \)—that emission for the two in-plane antenna orientations is zero at the mirror, whilst the out-of-plane emission is doubled.
Finally, at the crudest level, we can compute the DOS as the volume average of (82),
\[ \rho(\omega) = \frac{2\omega^2}{\pi c^3} \int_0^{\pi/2} d\theta \sin(\theta) \lim_{L \to \infty} \frac{1}{L} \int_0^{L} dze^{\sin(\theta)z_0}. \]

\[ = \frac{\omega^2}{\pi c^3}, \quad (83) \]

which is unchanged from the free space value (34). This is simply because as a function of frequency we have the same continuum of modes that we had in free space. The number density of states clearly misses the presence of the mirror altogether! Were we to try to use the density of states to predict the behavior of an antenna of any orientation close to a mirror we would be completely wrong. However, what this does show is that were we to distribute a large collection of randomly oriented antennas over all space, the average emitted power would be the same as in free space. This means that the oscillations of \( \rho \) evident in figure 11(c) are, on average, evenly spread around the free space value.

### 4.3. Emission inside a planar microcavity with perfect mirrors, Purcell, and Casimir

The next simplest case is that of an antenna within a planar cavity, i.e. sandwiched between two parallel mirrors at \( z = 0 \) and \( z = h \). It is reasonably straightforward to generalize the above results to this case. Assuming a spatial period \( L \) in the \( x \)-\( y \) plane, and a quantization of the wavevector along the \( z \) axis, the set of allowed wavevectors are
\[ k(n_x, n_y, n_z) = \frac{2\pi}{L}(n_x \hat{e}_x + n_y \hat{e}_y) + \frac{\pi n_z}{h} \hat{e}_z, \quad (84) \]

the corresponding polarization vectors are orthogonal to the wavevector and to each other are
\[ e_1(n_x, n_y, n_z) = \frac{n_x \hat{e}_y - n_y \hat{e}_x}{\sqrt{n_x^2 + n_y^2}}, \]
\[ e_2(n_x, n_y, n_z) = \frac{1}{\sqrt{n_x^2 + n_y^2 + \left( \frac{2\pi n_z}{L} \right)^2}} \]
\[ \times \left[ n_x \hat{e}_y - \frac{Ln_z n_x \hat{e}_x + n_y \hat{e}_y}{2h} \sqrt{n_x^2 + n_y^2} \right]. \quad (85) \]

Imposing the boundary condition that the in-plane electric field vanishes on the surfaces of both mirrors, the allowed modes take the same form as for the case of a single mirror (71) and (72), but with modifications to the polarization and wavevector given by (84) and (85), as well as a change to the normalization prefactor, where one of the factors of \( L \) must be replaced with a factor of \( 2h \) (which can be understood by comparing equations (84) and (29)). The electric field is then given by,
\[ E^{(1)}_{n_x, n_y, n_z} = \frac{1}{\sqrt{2L}} \left[ e_1(n_x, n_y, n_z) e^{-ik(n_x, n_y, n_z)\tau} - e_1(n_x, n_y, n_z) e^{ik(n_x, n_y, n_z)\tau} \right], \]
\[ E^{(2)}_{n_x, n_y, n_z} = \frac{N_n}{\sqrt{2L}} \left[ e_2(n_x, n_y, n_z) e^{-ik(n_x, n_y, n_z)\tau} + e_2(n_x, n_y, n_z) e^{ik(n_x, n_y, n_z)\tau} \right], \quad (86) \]

where \( N_n \) is defined as given after equation (71).

Considering the same two antenna orientations as in section 4.2, and performing the same \( L \to \infty \) limiting procedure, after a few algebraic manipulations we obtain the partial local density of states for the parallel emitter orientation to be,
\[ \rho_p(\| r_0, \omega \|) = \frac{\omega}{2\pi \hbar c^2} \sum_{0 < n_z < \infty} \left[ 1 + \left( \frac{c \pi n_z}{\hbar \omega} \right)^2 \right] \sin^2 \left( \frac{\pi n_z \omega}{h} \right) \]
\[ \times \cos^2 \left( \frac{\pi n_z \omega}{h} \right) \]
\[ + \frac{\omega}{2\pi \hbar c^2}, \quad (87) \]

and for the perpendicular one we find,
\[ \rho_p(\perp, r_0, \omega) = \frac{\omega}{\pi \hbar c^2} \sum_{0 < n_z < \infty} \left[ 1 - \left( \frac{c \pi n_z}{\hbar \omega} \right)^2 \right] \]
\[ \times \cos^2 \left( \frac{\pi n_z \omega}{h} \right) \]
\[ + \frac{\omega}{2\pi \hbar c^2}. \quad (88) \]

The two expressions (87) and (88) are plotted for a particular cavity size \( h = 3.5a \) in figures 12(b) and (d). Figures 12(a) and (c) illustrate the emission pattern for a parallel and perpendicularly oriented antenna respectively, placed at the center of the cavity. The dashed vertical line in figure 12(b) and (d) indicates the position at the center of the cavity.

A striking difference between \( \rho_p \) for the two antenna orientations is evident when the frequency of the antenna is reduced below \( \pi c/h \). In this case the summations over \( n_z \) in both (87) and (88) reduce to zero. This means that while the PLDOS for the parallel orientation is zero, it becomes uniform in space and equal to \( \omega/2\pi \hbar c^2 \) for the perpendicular orientation. This is because, however close two mirrors are there is always one mode, polarized along \( e_1 \) and propagating in the \( x \)-\( y \) plane, that can propagate in the gap. This capacitor-like mode is effectively two dimensional, being completely insensitive to the \( z \) position between the mirrors [77].

From the PLDOS (87) and (88), we can again derive an expression for the LDOS
\[ \rho_s(r_0, \omega) = \frac{\omega}{\pi \hbar c^2} \sum_{0 < n_z < \infty} \left[ 1 - \left( \frac{c \pi n_z}{\hbar \omega} \right)^2 \cos \left( \frac{2\pi n_z \omega}{h} \right) \right] \]
\[ + \frac{\omega}{2\pi \hbar c^2}, \quad (89) \]

which is plotted as the green dashed line in figure 12(d), for the same fixed cavity width. Again this quantity tells us that close to the cavity mirrors emission is suppressed, missing the fact that it is actually zero for two of the antenna orientations. Also, it tells us that for low enough frequencies a randomly
oriented antenna will emit in a way that is independent of the position in the cavity.

Performing a volume average of the LDOS \( \rho_{\omega} \) we obtain the number density of states

\[
\rho_{\omega} = \frac{\omega}{4\pi^2 \hbar^2} \sum_{n \in [0,1]} \frac{1}{\left( \frac{\hbar \omega}{\pi c} + \frac{1}{2} \right)^2},
\]

where \([x]\) indicates the largest integer less than or equal to \(x\). Unlike the case of a single mirror, this number density of states is modified from its value in free space \(\rho_0\). In a cavity sandwiched between perfect mirrors, a collection of randomly oriented antennas will on average emit differently compared to free space. However, as soon as the mirrors become partially transmitting (but still lossless), we have \(\rho = \rho_0\) because, again, we have the same continuum of modes as free space.

It is useful at this point to make a connection between the density of states and another common way of characterizing the effect of changing the optical environment on spontaneous emission, the Purcell factor. Originally introduced by Purcell in the context of radio-frequency work \([51]\), the Purcell factor \(F_p\), as it is now known, provides one measure of the effect of a cavity on the spontaneous emission process. It is the ratio of the radiative emission rate with the cavity present \(\Gamma_{\text{R(in cavity)}}\) and the radiative emission rate in the absence of the cavity \(\Gamma_{\text{R(no cavity)}}\). (The distinction between radiative and non-radiative rates is discussed in section 8.) To connect the Purcell factor with the density of states, we re-write equation (6) as

\[
V_{\rho}(\omega) = \sum_{n} \delta(\omega - \omega_{n}).
\]

Next we consider a cavity that has only one cavity resonance at frequency \(\omega_c\). Further, we introduce loss/damping into our considerations, e.g. through the use of imperfect mirrors, something we have not done yet—but will look at in detail in section 4.4 below—and recognize that our single resonance will have a spectral width \(\Delta \omega_{c}\). Finally, if we assume the spectral width of our mode to be Lorentzian in form, and that the emission frequency is matched to the cavity resonance, i.e. \(\omega_0 = \omega_c\) then the density of states at the emission frequency can be written as \([78]\)

\[
\rho(\omega_0) = \frac{2}{\pi \Delta \omega_{c} V}.
\]

Next we introduce the quality factor \(Q\) of the cavity resonance through \(Q = \omega/\Delta \omega\) to re-write (92) as

\[
\rho(\omega_0) = \frac{6Q}{\pi \omega_0 V}.
\]
We have multiplied this last equation by a factor of 3, as we assume here that the dipole moment of the emitter is aligned with the field so that there is no orientational averaging involved. With the Purcell factor defined as

\[ F_P = \frac{\Gamma_R(\text{in cavity})}{\Gamma_R(\text{no cavity})}, \]  

(94)

we now take \( \Gamma_R(\text{in cavity}) \) to be the free space value \( \Gamma_0 \) given by (17), and use (20) for \( \Gamma_R(\text{in cavity}) \) to find

\[ F_P = \frac{\Gamma_0}{\Gamma_0} = \frac{\pi \omega_T^2 \rho(\omega_T)}{3 \epsilon_0 c \hbar \omega_T^3} \]

(95)

Combining (95) with (93), we have

\[ F_P = 6 \pi Q V n^3. \]

(96)

If we now note that \( (c/\lambda)^3 = \lambda^3/8 \pi^3 n^4 \), where \( n \) in the refractive index of the medium inside the cavity, then we find the well-known expression for the Purcell factor [78], i.e.

\[ F_P = \frac{\lambda^3}{4 \pi n^3 V}. \]

(97)

Although often useful, and frequently used, the Purcell factor can be difficult to interpret—care is needed, for example in considering whether the single mode analysis of Purcell is appropriate [79], or in dealing with the concept of a mode volume in the presence of dissipation [80].

The discussion above on the density of states between perfect planar mirrors also has consequences for an application other than spontaneous emission control, namely the Casimir effect and the Casimir–Polder force [13, 14]. By introducing two parallel mirrors, we only allow optical states with momenta that ‘fit’ the distance between the mirrors and conversely, we exclude the many states from the continuum that do not fit. Here it is relevant to remind ourselves that the lowest excitation of any field mode has zero photons but still has a zero-point energy, and therefore a non-zero energy \( \hbar \omega \) that is attributed to vacuum fluctuations [2]. Therefore, the exclusion of modes between the mirrors represents a change in total energy as compared to the vacuum outside, and thus the vacuum is effectively pushing on the mirrors. In a similar spirit, vacuum fluctuations also induce forces on two atoms in close proximity, or on an atom near a mirror, also known as Casimir–Polder forces. Another way to view these phenomena is to consider van der Waals dispersion forces, taking into account retardation effects.

Now that we have introduced the idea of a cavity with loss we can investigate in more detail the consequences of changing the perfect mirrors we have looked at here for more realistic imperfect mirrors, that we discuss in section 4.4.

4.4. Imperfect mirrors, imperfect cavities

4.4.1. Imperfect mirrors. So far the discussion has been rather idealized, considering modifications to the PLDOS due to mirrors that reflect all incident waves at all frequencies. A real mirror is characterized by a pair of complex reflection coefficients \( r_{\lambda, 2}(\omega, k) \) for the two polarizations, TE and TM. These reflection coefficients are functions of both frequency \( \omega \) and in-plane wavevector \( k \). In general a real mirror is also lossy, meaning that the inclusion of losses in the calculation of the PLDOS is easier in the Green function formalism than it is in the summation over modes [81–83], we therefore adopt the Green function approach here.

We begin by finding the Green function corresponding to an emitter above a single lossy mirror and embedded in a homogeneous medium. We first decompose the Green function for a homogeneous medium (equation (61)) into a sum over plane waves as,

\[ G_0(r, r_0, \omega) = \frac{1}{n^2 k_0^2} \nabla \otimes \nabla + 1 \int \frac{e^{i k_1 (z-z_0) \epsilon_k^1 (r_1-r_1)} \epsilon_k^1 (r_1-r_1)}{4 \pi |r-r_0|^3}. \]

(98)

where \( k_z = \sqrt{n^2 k_0^2 - k_1^2} \). The above expression can be verified through direct substitution into equation (10). To introduce the reflection from the surface, we note that just above the surface \( (z_0 > z > 0) \), the above expression for the Green function takes the form,

\[ G_0(r, r_0, \omega) = \sum_{\lambda=1,2} \int \frac{d^2 k_1}{(2\pi)^2} \frac{i}{2 k_z} e^{i k_1 (z-z_0) \epsilon_k^1 (r_1-r_1)}, \]

(99)

where we used the identity \( 1 - \epsilon_k \otimes \epsilon_k = \sum_{\lambda=1,2} \epsilon_k^\lambda \otimes \epsilon_k^\lambda \) (which is simply \( \hat{\epsilon}_0 \otimes \hat{\epsilon}_0 + \hat{\epsilon}_y \otimes \hat{\epsilon}_y + \hat{\epsilon}_z \otimes \hat{\epsilon}_z = 1 \), expressed in a different basis), with the two unit vectors,

\[ \epsilon_k^\lambda = \frac{1}{k_\lambda} (k_\lambda \epsilon_\lambda - k_\lambda \epsilon_\lambda), \]

(100)

the former denoting ‘TE’ polarization (the electric field is purely transverse to the mirror), and the latter ‘TM’ polarization (the magnetic field is purely transverse to the mirror). Evidently (99) is a sum of waves of two polarizations incident on our mirror at \( z = 0 \). To include the effect of the mirror, we simply need to include the reflected part of the field, i.e.

\[ G(r, r_0, \omega) = G_0(r, r_0, \omega) + \sum_{\lambda=1,2} \int \frac{d^2 k_1}{(2\pi)^2} \frac{i}{2 k_z} \rho \epsilon_k^\lambda (\epsilon_k^\lambda \otimes \epsilon_k^\lambda), \]

(101)

The PLDOS can now be calculated from its definition in terms of the Green function (7), which gives,

\[ \rho_\ell (\epsilon_d, r_0, \omega) = \frac{n^3 \omega^2}{3 \pi c^3} \frac{\omega^2 n^2}{\pi c^2} \text{Im} \]

\[ \times \sum_{\lambda=1,2} \int \frac{d^2 k_1}{(2\pi)^2} \frac{i (\epsilon_d \cdot \epsilon_k^\lambda (\epsilon_d \cdot \epsilon_k^\lambda)}{k_z} e^{2i k_1 z_0}, \]

(102)

where we used the expression for the PLDOS in a homogeneous medium (63). We can therefore see that the
PLDOS can be broken up into two parts; one due to the homogeneous environment, the other due to the reflection. In general the integral involving \( r(\omega, k) \) has to be evaluated numerically and can have quite a complicated dependence on the position and orientation of the emitter, see figure 13. It is difficult to say very much more about the general properties of (102), except that the integral can be broken up into three rather different pieces

\[
\rho_p(\mathbf{e}_d, \mathbf{r}_0, \omega) = \frac{n^2 \omega^2}{3 \pi^2 c^3} + \frac{\omega^2 n^4}{\pi \varepsilon^2} \sum_{\zeta_1,\zeta_2=1}^{2} \int_{0}^{2\pi} \frac{d\theta_k \cdot d\kappa_k}{2\pi} \frac{1}{\kappa_k} \delta(k_0 + k_d - k_e^{(\perp)} - k_e^{(\perp)}) \times \text{Re} [r_\zeta(\omega, k_0) e^{2\pi i n_k \mathbf{z}_0}] \\
+ \frac{\omega^2 n^4}{\pi \varepsilon^2} \sum_{\zeta_1,\zeta_2=1}^{2} \int_{0}^{2\pi} \frac{d\theta_k \cdot d\kappa_k}{2\pi} \frac{1}{\kappa_k} \delta(k_0 + k_d - k_e^{(\perp)} - k_e^{(\perp)}) \times \text{Im} [r_\zeta(\omega, k_0)] e^{-2\pi i n_k \mathbf{z}_0},
\]

where \( \kappa_c = i k_c = \sqrt{k_c^2 - n^2 k_0^2} \) is the decay constant in between the plates. The first of the integrals depends on the reflection of propagating waves (\( k_c \) is real) that first impinge on the mirror before traveling off to infinity. The second integral is over evanescent (exponentially decaying) waves that are bound to the surface of the mirror; this term becomes increasingly important as the emitter is brought closer to the surface. Interestingly, this evanescent contribution to the PLDOS is only non-zero when the reflection coefficient of the mirror has a non-zero imaginary part. Taking, for example, an ideal mirror and a dipole oriented perpendicular to the mirror plane \( \mathbf{e}_d = \mathbf{e}_c \), the emitter only couples to the TM polarization, which has a real valued reflection coefficient \( r_2 = +1 \). The PLDOS then has a contribution only from the propagating waves and may be reduced to

\[
\rho_p(\mathbf{e}_d, \mathbf{r}_0, \omega) = \frac{\omega^2 n^4}{2 \pi c^3} \int_{0}^{2\pi} \frac{d\theta_k}{2\pi} \frac{1}{\sqrt{1 - x^2}} \left[ 1 + \cos \left( 2 \sqrt{1 - x^2} n k_0 z_0 \right) \right] \\
= \frac{\omega^2 n^4}{2 \pi c^3} \int_{0}^{\pi/2} \frac{d\theta_k}{\sqrt{\cos^2(\theta_k) - n^2 \omega^2/c^2} \cos(\theta_k) n^2 \omega^2/c^2},
\]

This is in agreement with equation (79) of section 4.2 for the case where \( n = 1 \). More generally the reflection coefficients for electromagnetic waves incident onto an interface between a material with parameters \( \varepsilon_1, \mu_1, \varepsilon_2, \mu_2 \) are:

\[
\begin{align*}
\rho_1(\omega, k) &= \mu_2 \sqrt{\varepsilon_1 \mu_1 k_0^2 - k_1^2} - \mu_1 \sqrt{\varepsilon_2 \mu_2 k_0^2 - k_2^2} \\
&= \mu_2 \sqrt{\varepsilon_1 \mu_1 k_0^2 - k_1^2} + \mu_1 \sqrt{\varepsilon_2 \mu_2 k_0^2 - k_2^2} \\
\rho_2(\omega, k) &= \varepsilon \sqrt{\varepsilon_1 k_0^2 - k_1^2} - \varepsilon \sqrt{\varepsilon_2 k_0^2 - k_2^2} \\
&= \varepsilon \sqrt{\varepsilon_1 k_0^2 - k_1^2} + \varepsilon \sqrt{\varepsilon_2 k_0^2 - k_2^2}
\end{align*}
\]

known as the Fresnel coefficients [46] (we assume that our emitter is embedded in medium 1, where \( \text{Re}[\varepsilon_1 \mu_1] > 0 \)). These reflection coefficients have a non-zero imaginary part, for example when (a) either medium 1 or medium 2 exhibits dissipation (complex \( \varepsilon_{1,2} \) and \( \mu_{1,2} \)); or (b) \( \varepsilon_1 \mu_1 k_0 < k_1 < \varepsilon_2 \mu_2 k_0 \), corresponding to waves that are totally internally reflected in medium 2, and exponentially decaying in medium 1.

There are some situations where there is a very large contribution to the PLDOS from the second integral in (103). When dissipation is significant, this enhancement of the amount of power leaving the dipole is not just due to the emission of radiation. Power can be lost via both radiative and non-radiative decay (the latter typically leading to heating). In section 8, we shall discuss how to estimate the radiative and non-radiative contributions to the local density of states when such non-radiative channels are important. As an example, suppose we have an emitter very close to the surface and oriented so that \( \mathbf{e}_d = \mathbf{e}_c \). Due to its proximity to the surface, the second integral over \( k_1 \) in (103) will include contributions from large values of \( k_1 \), where the imaginary part of \( r_2 \) is approximately,

\[ \frac{k_1}{nk_0} \gg 1: \text{Im}[r_2] \sim \text{Im} \left[ \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_2 + \varepsilon_1} \right]. \]

Therefore when \( |\varepsilon_2 + \varepsilon_1| \ll 1 \), there will be a very large contribution to the PLDOS from evanescent waves, and this condition is met when medium 2 is metallic, i.e. \( \text{Re}[\varepsilon_2] < 0 \). The condition \( |\varepsilon_2 + \varepsilon_1| = 0 \), is the condition for the asymptotic limit of the surface plasmon dispersion. There is consequently a high density of available modes for emission. This indicates that the power radiated by an emitter can be drastically modified in the vicinity of a surface, and this is the origin of effects such as the enhanced fluorescence reported in [60].

Note that the example of emission between parallel plates illustrates the general decomposition (21), where the Green function at a given point in a medium can be written as the sum of two parts, \( \mathbf{G} = \mathbf{G}_0 + \mathbf{G}_s \) (equation (101) is another example).

### 4.4.2. Planar microcavity with imperfect mirrors

As a final example, consider a cavity made of identical imperfect mirrors separated by a distance \( h \). We can determine the Green function in this cavity geometry in an analogous fashion to the case of a single mirror, the difference here is that we need to consider multiple reflections. For instance, the reflection coefficient appearing in (101) must include the effect of the wave reflecting from the lower surface then again from the upper one, reflecting a second time from the lower surface and so on. We can sum these multiple reflections as a geometric series. For example, the waves emitted down onto the surface at \( z = 0 \) undergo the following sequence of
of the cavity, indicated by the dashed lines, where the waves emitted upwards onto the surface at $k_{20}$ and similarly the waves emitted as a function of in-plane wavevector $k_2$ (using the integrand of (111)), and the orientational averaged power from a quantum emitter (equation (153)). The dissipated power is here dominated by coupling of the emitter to three modes of the cavity, indicated by the dashed lines, where the TM$_{-1}$ mode corresponds to a coupled plasmon mode. (c) Power dissipation as a function of both emission frequency and in-plane wavevector. This representation shows the dispersion of the cavity modes. (d) Cavity LDOS (equation (111)) relative to that of a bulk homogeneous medium ($\epsilon = 2.49$). As the frequency is increased the local density of states increases sharply as each new set of modes is introduced.

Figure 13. (a) Two semi-infinite gold mirrors form a planar microcavity of height 200 nm, the emitter (red arrow indicates dipole moment) is located 40 nm from the lower mirror. The mirrors have a complex permittivity given by equation (113), with $\omega_p = 1.29 \times 10^{16}$ rad s$^{-1}$ and $\gamma = 1.01 \times 10^{14}$ rad s$^{-1}$. The blue lines indicate electric field amplitude of the second order ($p = 2$) cavity resonances. (b) Power dissipated by emitter at frequency 2.72 $\times$ 10$^{15}$ rad s$^{-1}$ as a function of in-plane wavevector $k_2$ (using the integrand of (111)), and the orientational averaged power from a quantum emitter (equation (153)). The dissipated power is here dominated by coupling of the emitter to three modes of the cavity, indicated by the dashed lines, where the TM$_{-1}$ mode corresponds to a coupled plasmon mode. (c) Power dissipation as a function of both emission frequency and in-plane wavevector. This representation shows the dispersion of the cavity modes. (d) Cavity LDOS (equation (111)) relative to that of a bulk homogeneous medium ($\epsilon = 2.49$). As the frequency is increased the local density of states increases sharply as each new set of modes is introduced.

reflections,

$$
e_p^{(+)} e^{-i \mathbf{k}_2 \mathbf{r} (z-z_0)} + e_p^{(+)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (z-z_0)} + e_p^{(-)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + e_p^{(-)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (z-z_0-z_0)} + ...$$  

and similarly the waves emitted upwards onto the surface at $z = h$ undergo the sequence,

$$
e_p^{(+)} e^{i \mathbf{k}_2 \mathbf{r} (z-z_0)} + e_p^{(-)} r_p e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + e_p^{(+)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + e_p^{(-)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + ...$$  

Identifying the final two terms in equations (107) and (108) as the contributions to the scattered Green function $G_s$, the full electromagnetic Green function in a cavity composed of imperfect mirrors can be written as,

$$G(r, r_0, \omega) = G_o(r, r_0, \omega) + \sum_{\zeta=1,2} \int \frac{d^2 \mathbf{k}_2}{(2\pi)^2} \frac{\cdot (e_p^{(+)} \otimes e_p^{(-)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + e_p^{(-)} \otimes e_p^{(+)} r_p \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0-z)} + e_p^{(+)} \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0+z)} + e_p^{(-)} \epsilon e^{i \mathbf{k}_2 \mathbf{r} (2h-z_0+z)})}{1 - \epsilon e^{2i \mathbf{k}_2 \mathbf{r}}} \cdot (\epsilon e^{2i \mathbf{k}_2 \mathbf{r}} - 1)}$$  

As a general point it is worth noting the possibility of zeros in the denominators $1 - r_p^2 e^{2i \mathbf{k}_2 \mathbf{r}}$ of the above expressions. These singular contributions to the integrand come from the series of multiple reflections (107) and (108) between the mirrors, and correspond to modes that are bound between the two mirrors. However, for lossy systems these singular points always occur at complex frequencies. From the definition (4), and its Green function for (7), we can thus derive the
following expression for the PLDOS
\[
\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega) = \frac{\omega_n^2}{3\pi^2 c^2} + \frac{\omega_n^2}{\pi c^2} \text{Re} \left\{ \sum_{\xi,\eta=1,2} \int_0^{\frac{\pi}{2\xi}} \frac{d^2 k}{(2\pi)^2} \frac{1}{k_{\xi} \cdot \mathbf{k}_{\eta}} \left[ (\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\xi \cdot \mathbf{r}_0) e^{i k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\xi}^2 e^{2k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\eta}^2 e^{2k_{\eta} \cdot \mathbf{r}_0}} \right] \right\}
\]
\[
\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega) = \frac{\omega_n^2}{3\pi^2 c^2} + \frac{\omega_n^2}{\pi c^2} \text{Re} \left\{ \sum_{\xi,\eta=1,2} \int_0^{\frac{\pi}{2\xi}} \frac{d^2 k}{(2\pi)^2} \frac{1}{k_{\xi} \cdot \mathbf{k}_{\eta}} \left[ (\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\xi \cdot \mathbf{r}_0) e^{i k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\xi}^2 e^{2k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\eta}^2 e^{2k_{\eta} \cdot \mathbf{r}_0}} \right] \right\}
\]
\[
\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega) = \frac{\omega_n^2}{3\pi^2 c^2} + \frac{\omega_n^2}{\pi c^2} \text{Re} \left\{ \sum_{\xi,\eta=1,2} \int_0^{\frac{\pi}{2\xi}} \frac{d^2 k}{(2\pi)^2} \frac{1}{k_{\xi} \cdot \mathbf{k}_{\eta}} \left[ (\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\xi \cdot \mathbf{r}_0) e^{i k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\xi}^2 e^{2k_{\xi} \cdot \mathbf{r}_0} + \frac{(\mathbf{e}_d \cdot \mathbf{e}_L) (\mathbf{e}_\eta \cdot \mathbf{r}_0) e^{i k_{\eta} \cdot \mathbf{r}_0}}{1 - r_{\eta}^2 e^{2k_{\eta} \cdot \mathbf{r}_0}} \right] \right\}
\]

which is rather complicated to evaluate. If—as in figure 13—the orientation of the emitter is randomly varying then the LDOS governs the emission, and equation (110) simplifies to

\[
\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega) = 1 + \frac{1}{2} \text{Re} \int_0^{\frac{\pi}{2\xi}} \frac{u du}{\sqrt{1 - u^2}} \left[ \frac{r_1 [e^{2k_{\xi} \cdot \mathbf{r}_0} + e^{2k_{\eta} \cdot \mathbf{r}_0}] + 2r_2^2 e^{2k_{\eta} \cdot \mathbf{r}_0}}{1 - r_1^2 e^{2k_{\xi} \cdot \mathbf{r}_0}} \right]
\]

where we have written \( k_1 = nk_0/\omega \). After a considerable translation of notation (including a minus sign difference in the definition of \( r_2 \)) and an application of the identity

\[
1 = \text{Re}\int_0^{\frac{\pi}{2\xi}} \frac{u du}{\sqrt{1 - u^2}},
\]

expression (111) (for unit quantum efficiency, see section 8) is in agreement with the expressions given by Chance et al [84] based on the damping of the motion of the current in a radiating antenna. Figure 13 shows an evaluation of this quantity for a randomly oriented emitter in a gold microcavity where \( \mu_{1,2} = 1, \epsilon_1 = n^2 = 2.49 \) (appropriate for the organic matrix in which the Eu\(^{3+} \) ions reside), and

\[
\epsilon_2(\omega) = 1 + \frac{\omega_p^2}{\omega^2 + i\omega\gamma},
\]

where \( \omega_p \) is the plasma frequency for the gold, and \( \gamma \) is the damping constant [85]. As this figure shows, the main contribution to the LDOS (and to the PLDOS for that matter) comes from the points in frequency and wavevector where \( 1 - r_{\xi}^2 e^{2k_{\xi} \cdot \mathbf{r}_0} \approx 0 \), which are the equivalent of the cavity modes (87) and (88) included in the PLDOS for a cavity made of a pair of perfect mirrors. This is the final example we shall consider here before we treat the quantum mechanics of a small emitter.

Given that the power being emitted from the antenna is proportional to the partial local density of states, which is in turn proportional to the imaginary part of the Green function, the radiated power relative to a homogeneous environment is given by

\[
\text{Relative radiated power} = \frac{3\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega)}{n^3 \rho_0(\omega)} = 1 + \frac{\text{Im}[\mathbf{e}_d \cdot \mathbf{G}_S(\mathbf{r}_d, \mathbf{r}_0, \omega) \cdot \mathbf{e}_d]}{\text{Im}[\mathbf{e}_d \cdot \mathbf{G}_0(\mathbf{r}_d, \mathbf{r}_0, \omega) \cdot \mathbf{e}_d]},
\]

where we used the expression for the partial local density in a homogeneous environment (63). The denominator in the fraction on the right of (114) was already calculated as \( k_0 n/\omega \) in (62), and the quantity \( \mathbf{e}_d \cdot \mathbf{G}_S(\mathbf{r}_d, \mathbf{r}_0, \omega) \cdot \mathbf{e}_d \) is proportional to the field that is scattered from the environment and acts back on the dipole. Using our definition for the electric field in terms of the Green function (56), for the case of a point dipole \( \mathbf{f} = -i\omega \mathbf{e}_d d(\delta^{(3)}(\mathbf{r} - \mathbf{r}_0)), \) this scattered field is given by

\[
\mathbf{E}_S = \mu_0 \omega^2 \mathbf{d} \mathbf{G}_S(\mathbf{r}_d, \mathbf{r}_0, \omega) \cdot \mathbf{e}_d,
\]

and thus the relative radiated power (114) is given by

\[
\text{Relative radiated power} = 1 + \frac{6\pi \epsilon_0}{\mu dk_0 n} \text{Im}[\mathbf{e}_d \cdot \mathbf{E}_S],
\]

where \( \mathbf{d} \) has been chosen as real valued. Note that in addition to the amplitudes of \( \mathbf{e}_d \) and \( \mathbf{E}_S \), their relative phase and orientation are important. In non-magnetic media \( \mu = 1 \), and in c.g.s units \( \epsilon_0 = 1/4\pi \), so that (116) is the same expression given by Chance et al [84], for the case of unit quantum efficiency, we will return to discuss quantum efficiency of the emitter in section 8.

4.5. Calculation of densities of states

Having discussed the intricacies of the various densities of states and how they can be obtained from experimental observations, and conversely, how the densities of states serve to interpret experimental observations (which we will explore further in section 8), it is useful to briefly outline some of the convenient methods to compute the densities of states for a number of common nanophotonic systems studied in experiments.

The main classes of methods listed in table 1 are distinguished as on the one hand mode counting methods, and on the other hand methods based on Green functions or direct expressions of fields. While there are subtle and not-so subtle differences between Green function and direct field methods, they are lumped here into one category, since equation (11) illustrates nicely that there is a direct relation between the electric field \( \mathbf{E} \) and the Green function \( \mathbf{G} \), whereas the integration over all space entails interesting complications
whenever methods are put into practical numerical code. Table 1 lists the nanophotonic systems that we consider, which we will distinguish as ‘lossless’ to indicate a system with a purely real dielectric function, and ‘lossy’ is meant to indicate a system with a complex dielectric function. In case of a mirror (both lossless and lossy) and a planar microcavity (both lossless and lossy), the densities of states and emission rates have been discussed extensively in the previous sections, hence Table 1 lists the relevant equations. For the lossy mirror and lossy planar cavity, we have also seen that no mode counting pertains, therefore these entries are left empty, as is also the case for a lossy sphere, and a plasmonic lattice [86]. For a dielectric sphere, mode counting should be impossible but it is likely rather time consuming, therefore the entry is left open. For the cases that we do not discuss explicitly, such as a sphere, a photonic crystals and a plasmonic surface lattice, we provide a few references where interested readers can find entry points into a relevant numerical method.

5. The quantum dipole emitter and the PLDOS

5.1. The quantum viewpoint

An asymmetric distribution of charge around the nucleus of an atom leads to a dipole moment (or a higher order multipole). An oscillation of this dipole moment will give rise to the emission of radiation, just as in the case of the classical antenna described above. However, atomic systems are subject to quantum mechanical laws not classical ones, and atoms do not continuously radiate. The electrons within the quantum mechanical atom can only occupy discrete energy levels. The existence of a lowest energy level is what stops matter from radiating away to nothing. Yet despite the gulf between classical and quantum theories, the process of radiation from an atom undergoing a transition between atomic levels remains extraordinarily similar to that governing the radiation from a classical antenna (as is evident in formulae (13) and (14)). In this section we illustrate the role of the density of states in the emission of electromagnetic radiation from an atom. In a later section (section 7) we then elaborate the subtle differences between the classical and quantum mechanical descriptions of the process.

In quantum mechanics we have two kinds of objects: states $|\psi\rangle$ (which describe how the system is configured) and operators e.g. $\hat{H}$ (which represent the results of measurements on the states). There is a curious ambiguity about the time dependence of these objects. As undergraduates we are usually taught that the Schrödinger equation governs the time dependence of a quantum system,

$$\dot{\psi}(t) = i\hbar \frac{\partial \psi(t)}{\partial t}. \quad [S].$$

The time dependence of the state is thus dictated by the form of the Hamiltonian operator $\hat{H}$. This is called the Schrödinger picture (when necessary here indicated by $[S]$). In this picture operators are typically time independent objects. But there is no physical reason why this has to be so: we never directly measure either the states or the operators, all measured quantities are matrix elements, which are combinations of the two. For example the average dipole moment is given by $\langle \hat{\mu}(t) \rangle = \langle \hat{\mu}(t) | \psi(t) \rangle$. The time derivative of such a matrix element can be calculated in the Schrödinger picture using the Schrödinger equation given above (117) as

$$\frac{d}{dt} \langle \hat{\mu}(t) \rangle = \left\langle \hat{\mu}(t) | \hat{H} | \psi(t) \rangle \right\rangle = \frac{i}{\hbar} \langle \hat{\mu}(t) | \hat{H} | \psi(t) \rangle + \frac{\partial}{\partial t} \left\langle \hat{\mu}(t) | \psi(t) \rangle \right\rangle. \quad [S].$$

(118)

Now, because neither state nor operators are ever directly measured we can take an alternative point of view about the time dependence of a quantum system, and instead take the state to be time independent, writing (118) as

$$\frac{d}{dt} \langle \hat{\mu}(t) | \psi(t) \rangle = \frac{i}{\hbar} \langle \hat{H} | \hat{\mu}(t) \rangle - \frac{\partial}{\partial t} \langle \hat{\mu}(t) | \psi(t) \rangle. \quad [H].$$

(119)

In this case the dipole moment operator $\hat{\mu}$ for our atomic system is the time dependent object and obeys the equation of motion

$$\frac{d}{dt} \hat{\mu}(t) = \frac{i}{\hbar} [\hat{H}, \hat{\mu}(t)]. \quad [H].$$

(120)

This version of the time evolution is called the Heisenberg picture (when necessary here indicated by $[H]$). Provided an operator is time independent in the Schrödinger picture, equation (120) governs its time dependence in the Heisenberg picture. It is purely a matter of taste or convenience which picture one chooses to use. The advantage of using the Heisenberg picture in the present work is that it is more reminiscent of classical physics, and so easier to connect with the discussion of section 3.

To illustrate this connection with classical physics take just one of the simple harmonic oscillators $\hat{c}_n$ into which we decomposed the classical electromagnetic field (44). In the absence of anything else the Hamiltonian operator for this oscillator will be given by the usual sum of kinetic and potential energy terms

$$\hat{H} = \frac{1}{2\epsilon_0} [\frac{\hat{p}_n^2}{2} + \epsilon_0^2 \omega_n^2 \hat{c}_n^2].$$

(121)

The operator $\hat{\mu}_n$ is the momentum of the oscillator, and as in our classical expression (44), the permittivity of free space $\epsilon_0$ plays the role of the oscillator mass. Using the Heisenberg equation of motion (120) and the Hamiltonian (121) to calculate the time derivatives of the oscillator momentum and displacement operators one finds the expected result, that the form of the operator equations of motion are exactly the same as in classical physics

$$\frac{d\hat{c}_n}{dt} = \frac{i}{\hbar} [\hat{H}, \hat{c}_n] = \frac{\hat{p}_n}{\hbar} = \frac{\epsilon_0}{\hbar} \omega_n \hat{c}_n,$$

$$\frac{d\hat{\mu}_n}{dt} = \frac{i}{\hbar} [\hat{H}, \hat{\mu}_n] = -\epsilon_0 \omega_n^2 \hat{c}_n,$$

(122)
The Hamiltonian of our system consists of three pieces: an atomic part, an electromagnetic part, and a part describing the interaction between the atom and the field

\[ \hat{H} = \hat{H}_{\text{atom}} + \hat{H}_{\text{field}} + \hat{H}_{\text{int}}. \]

Equations (122)–(124) show that the Heisenberg picture is, at least for simple harmonic oscillators, equivalent to 'classical physics with hats on'. Using this picture we shall thus show that the quantum mechanical calculation of the radiation from an atom is very similar to our classical calculation of the radiation from a small antenna.

5.2. The Hamiltonian

The Hamiltonian of our system consists of three pieces: an atomic part, an electromagnetic field part, and a part describing the interaction between the atom and the field

\[ \hat{H} = \hat{H}_{\text{atom}} + \hat{H}_{\text{field}} + \hat{H}_{\text{int}}. \]

There is no need to worry about the distinction between the total Hamiltonian in the Schrödinger and Heisenberg pictures; since it commutes with itself, its time derivative (120) is zero and it is thus the time-independent object in both pictures.

In our classical calculation we assumed that the current flowing through the antenna was somehow fixed, ignoring the influence of the emitted field on the current. Although in our quantum mechanical calculation we shall also assume the field does not significantly perturb the atom, we shall now calculate the dynamics of both the atom and the field. The simplest model of an atom (sketched in figure 5), assumes there are only two possible energy levels \( E_{\text{at}} = \pm \hbar \omega / 2 \), corresponding to a ground state \( |0\rangle_{\text{at}} \) and an excited state \( |1\rangle_{\text{at}} \).

We write the Hamiltonian of such a model atom as

\[ \hat{H}_{\text{atom}} = \frac{\hbar \omega}{2} \hat{s}_z \quad [\hat{H}], \]

where \( \hat{s}_z \) is a time-dependent operator with eigenvalues, \( \pm 1 \). In the Schrödinger picture \( \hat{s}_z \) becomes time independent and can be represented by the Pauli matrix \( \sigma_z = \text{diag}[1, -1] \).

<table>
<thead>
<tr>
<th>System/method</th>
<th>Mode counting</th>
<th>Green function; fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror, lossless</td>
<td>Equations (73) and (78)</td>
<td>Equation (7); [84]</td>
</tr>
<tr>
<td>Mirror, lossy</td>
<td>Not possible</td>
<td>Equation (7); [84]</td>
</tr>
<tr>
<td>Planar cavity lossless mirrors</td>
<td>Equation (87)</td>
<td>Reference [52]</td>
</tr>
<tr>
<td>Planar cavity lossy mirrors</td>
<td>Not possible</td>
<td>Equation (110)</td>
</tr>
<tr>
<td>Sphere, lossless</td>
<td>—</td>
<td>Multipoles [7, 87]</td>
</tr>
<tr>
<td>Sphere, lossy</td>
<td>Not possible</td>
<td>Green [73], DG [88], FDTD [48], FEM [89]</td>
</tr>
<tr>
<td>Infinite photonic crystal 2D, 3D</td>
<td>Equation (4), plane wave expansion [90]</td>
<td>DG [88], FEM [89]</td>
</tr>
<tr>
<td>Finite photonic crystal 2D, 3D</td>
<td>Reference [40]</td>
<td>FEM [89, 91]</td>
</tr>
<tr>
<td>Plasmonic lattice</td>
<td>Not possible</td>
<td>FDTD [92]</td>
</tr>
</tbody>
</table>

where we used the usual commutation relation between position and momentum

\[ [\hat{c}_n, \hat{c}_{n'}] = i \hbar \delta_{nn'}. \]

Combining the two equations of motion (122) into a single equation for the oscillator amplitude \( \hat{c}_n \), we then have the familiar Newtonian form for simple harmonic motion

\[ \frac{d^2 \hat{c}_n}{dt^2} + \omega_n^2 \hat{c}_n = 0. \]

As the calculation will make clear, the complex number \( \hat{d}_i \) behaves as a collection of simple harmonic oscillators, equivalent to 'classical physics with hats on'. Using this picture we shall thus show that the quantum mechanical calculation of the radiation from an atom is very similar to our classical calculation of the radiation from a small antenna.

To specify the interaction Hamiltonian \( \hat{H}_{\text{int}} \) we need to introduce the dipole moment operator \( \hat{d} \), which is the means by which the atom couples to the electromagnetic field. As we just discussed, in general this operator can be expressed as a combination of \( \hat{s}_x, \hat{s}_y, \hat{s}_z \), and \( \hat{I}_z \). However, both \( \hat{s}_x \) and \( \hat{I}_z \) commute with the atomic part of the Hamiltonian (126) and thus these parts of \( \hat{d} \) cannot lead to any atomic transitions. Because we are interested in the emission of radiation from the atom, we therefore neglect these contributions, which is physically equivalent to saying that there is no permanent dipole moment associated with either energy level. We thus write the dipole moment operator in the following form

\[ \hat{d} = \text{Re}[\mathcal{P}] \hat{s}_x + \text{Im}[\mathcal{P}] \hat{s}_y, \quad [\hat{H}]. \]

As the calculation will make clear, the complex number \( \mathcal{P} \) (known as the transition dipole moment) plays the same role as the complex classical dipole moment \( \hat{d} \) introduced in equation (48), i.e. its amplitude and phase represent the amplitude and phase of the oscillating atomic dipole moment. Strictly speaking it is \( \mathcal{P}/\sqrt{2} \) that plays the role of \( \hat{d} \). We shall return to this factor of \( \sqrt{2} \) in section 7.

As we saw in our discussion of the classical antenna (44), the electromagnetic field behaves as a collection of simple harmonic oscillators, one for every mode of the system. We can write the electric field in exactly the same form as (38) and (42)

\[ \hat{\mathbf{E}}(r, t) = -\sum_n \frac{dE_n}{dt} \mathbf{E}_n(r) - \nabla \phi(r, t). \]

where, for the sake of simplicity, we have taken the field modes \( \mathbf{E}_n \) as real functions of position. The expansion coefficients \( c_n \) for the classical antenna have now become...
operators $\hat{c}_n$, which we again interpret as the amplitudes of a set of simple harmonic oscillators. In the absence of any interaction with matter, each of these simple harmonic oscillators has the Hamiltonian (121) and the operators $\hat{c}_n$ and $\hat{\pi}_n$ obey the equations of motion (122). In order to deduce the Hamiltonian operator for the field plus the atom-field interaction, we first deduce the corresponding classical Hamiltonian. As with the Hamiltonian for an ordinary harmonic oscillator $H = (1/2m)[p^2 + m^2\omega^2x^2]$, the corresponding quantum mechanical Hamiltonian is the same expression but with hats on $\hat{H} = (1/2m)[\hat{p}^2 + m^2\omega^2\hat{x}^2]$. The collection of oscillators representing the electromagnetic field is driven by the time variation of the dipole moment, with the classical equation of motion (equation 44).

This classical equation of motion can be written in the form of Hamilton’s equations [93]

$$\frac{dc_n}{dt} = \frac{1}{\epsilon_0} (\pi_n + d(t)e_d \cdot \mathbf{E}_n) = \frac{\partial H}{\partial \pi_n},$$

$$\frac{d\pi_n}{dt} = -\epsilon_0\omega_n^2c_n = -\frac{\partial H}{\partial c_n}$$

where $\pi_n$ is the momentum variable conjugate to the oscillator amplitude $c_n$. After a little thought one can see that a suitable classical Hamiltonian is given by

$$H = \frac{1}{2\epsilon_0} \sum_n [(\pi_n + d(t)e_d \cdot \mathbf{E}_n(r_0))^2 + \epsilon_0\omega_n^2c_n^2].$$

Therefore the corresponding quantum mechanical Hamiltonian describing the field plus interaction energy is

$$\hat{H}_{\text{field}} + \hat{H}_{\text{int}} = \frac{1}{2} \sum_n [\hat{\pi}_n + \hat{d}e_d \cdot \mathbf{E}_n(r_0)]^2 + \epsilon_0\omega_n^2\hat{c}_n^2$$

(132)

which in the limit $\mathcal{P} \to 0$ reduces to a sum over the single mode Hamiltonians (121) for the free electromagnetic field. Using the Heisenberg equations of motion (120), we find—as is typical in the Heisenberg picture—that the operators obey the classical equations of motion

$$\frac{d\hat{c}_n}{dt} = \epsilon_0^{-1}(\hat{\pi}_n + \hat{d}e_d \cdot \mathbf{E}_n(r_0))$$

$$\frac{d\hat{\pi}_n}{dt} = -\epsilon_0\omega_n^2\hat{c}_n$$

(133)

which when combined together yield a single second-order equation for the oscillator amplitude $\hat{c}_n$

$$\frac{d^2\hat{c}_n}{dt^2} + \omega_n^2\hat{c}_n = \frac{1}{\epsilon_0} \frac{d}{dt} \hat{d}e_d \cdot \mathbf{E}_n(r_0).$$

(134)

As emphasized in our discussion surrounding equations (121)–(124), the operator equation of motion (134) is formally identical to the classical equation (44). We take the sum of (126) and (132) as the full Hamiltonian of our system. Before moving on we remind the reader that, inherent in this Hamiltonian is the same dipole approximation we made for the classical antenna: we are assuming that, relative to the wavelength of the emitted radiation, the electron only moves a small amount within the atom.

5.3. An approximate solution to the operator equations of motion

Having specified all the terms within the Hamiltonian of our system (125), we now look to solve the equations of motion for the field operators $\hat{c}_n$ and the dipole moment $\hat{d}$. It is difficult to do this exactly, so we shall make an approximation. We assume that the coupling between the atom and the field is weak, expanding the solution in powers of the dipole strength $\mathcal{P}$, and dropping any terms higher than first-order. The physical meaning of this approximation is that the oscillation of the atomic dipole moment is not significantly altered by the electromagnetic field.

In the Heisenberg picture the field amplitude operators $\hat{c}_n$ and $\hat{\pi}_n$ are functions of time, as are the atomic operators $\hat{s}_x$, $\hat{s}_y$, $\hat{s}_z$, and $\hat{d}$. We already have the equations of motion for the field operators $\hat{c}_n$ and $\hat{\pi}_n$ in equation (133), and the time evolution of $\hat{d}$ is fixed by that of $\hat{s}_x$ and $\hat{s}_y$ via (128). The equations of motion for these atomic operators follows from the Heisenberg equation of motion (120), combined with the commutation relations (127),

$$\frac{d\hat{s}_x}{dt} = \frac{i}{\hbar} [\hat{H}, \hat{s}_x] = -\omega \hat{s}_y - \frac{2\mathcal{P}}{\hbar}\sum_n \hat{\pi}_n e_d \cdot \mathbf{E}_n(r_0)\hat{s}_x,$$

$$\frac{d\hat{s}_y}{dt} = \frac{i}{\hbar} [\hat{H}, \hat{s}_y] = \omega \hat{s}_x - \frac{2\mathcal{P}}{\hbar}\sum_n \hat{\pi}_n e_d \cdot \mathbf{E}_n(r_0)\hat{s}_y,$$

$$\frac{d\hat{s}_z}{dt} = \frac{i}{\hbar} [\hat{H}, \hat{s}_z] = \frac{2\mathcal{P}}{\hbar}\sum_n \hat{\pi}_n e_d \cdot \mathbf{E}_n(r_0)\hat{s}_z \times \left( \text{Re}[\mathcal{P}]\hat{s}_y - \text{Im}[\mathcal{P}]\hat{s}_x \right).$$

(135)

We can solve these equations of motion to successive orders in $\mathcal{P}$, in this case stopping at the first-order. To zeroth-order $\hat{s}_x$ is constant and can thus be represented as the Pauli spin matrix $\sigma_z$

$$\hat{s}_x^{(0)} = \sigma_z.$$

(136)

Meanwhile to this order $\hat{s}_x$ and $\hat{s}_y$ obey the coupled first-order equations

$$\frac{d\hat{s}_x^{(0)}}{dt} = -\omega \hat{s}_y^{(0)}$$

$$\frac{d\hat{s}_y^{(0)}}{dt} = \omega \hat{s}_x^{(0)}$$

(137)

which—assuming that at $t = 0$, $\hat{s}_{x,y} = \sigma_{x,y}$—have the solution

$$\hat{s}_x^{(0)}(t) = \sigma_x \cos(\omega t) - \sigma_y \sin(\omega t)$$

$$\hat{s}_y^{(0)}(t) = \sigma_x \cos(\omega t) + \sigma_y \sin(\omega t).$$

(138)

Substituting these expressions into our definition of the dipole moment operator (128), we have to zeroth-order electric dipole operator

$$\hat{d}^{(0)} = \frac{\mathcal{P}}{\hbar} e^{-i\omega t} \left( \begin{array}{cc} 0 & \sigma_z e^{i\omega t} \\ \sigma_z e^{-i\omega t} & 0 \end{array} \right).$$

(139)

This illustrates that in the absence of interaction with the electromagnetic field, the dipole moment of the atom is oscillating with frequency $\omega$. This is the analog of the classical current (48), and will lead to radiation at the next order, when we include the coupling to the field. To zeroth-order in the interaction, the
electromagnetic field is represented by a set of undriven simple harmonic oscillators with amplitudes \( \hat{c}_n^{(0)} \) and momenta \( \hat{p}_n^{(0)} \). To this order the operator equations of motion (133) reduce to the usual equations of motion for a simple harmonic oscillator, equation (122). The solutions are sums of complex exponentials

\[
\hat{c}_n^{(0)} = \sqrt{\frac{\hbar}{2\omega_n\epsilon_0}} [\hat{a}_n e^{-i\omega_n t} + \hat{a}_n^\dagger e^{i\omega_n t}],
\]

\[
\hat{p}_n^{(0)} = -i \frac{\hbar/2\omega_n\epsilon_0}{2} [\hat{a}_n e^{-i\omega_n t} - \hat{a}_n^\dagger e^{i\omega_n t}],
\]

(140)

where the prefactors of e.g. \( \hbar/2\omega_n\epsilon_0 \) are chosen so that the operators \( \hat{a}_n \) and \( \hat{a}_n^\dagger \) obey the usual commutation relations for the raising and lowering operators of a simple harmonic oscillator,

\[
[\hat{a}_n, \hat{a}_m^\dagger] = \delta_{nm}.
\]

We have thus solved the system to zeroth-order. Now for the inclusion of the time and substituting for \( d\hat{a}_n/dt \) we find that to first-order the dipole moment operator \( \hat{d} \) obeys the equation of motion for a driven harmonic oscillator,

\[
\frac{d^2\hat{c}_n^{(1)}}{dt^2} + \omega_n^2\hat{c}_n^{(1)} = \frac{2\omega_n}{\epsilon_0} \sum_n \hat{p}_n^{(0)} e_d \cdot \mathcal{E}_n(r_0) \hat{p}_n^{(0)} - \frac{2\omega_n}{\epsilon_0} \sum_n \hat{p}_n^{(0)} e_d \cdot \mathcal{E}_n(r_0) \sigma_c.
\]

(142)

To this order the oscillators comprising the electromagnetic field similarly obey

\[
\frac{d^2\hat{c}_n^{(1)}}{dt^2} + \omega_n^2\hat{c}_n^{(1)} = \frac{1}{\epsilon_0} \frac{d\hat{d}_n^{(0)}}{dt} e_d \cdot \mathcal{E}_n(r_0).
\]

(143)

Both the field modes \( \hat{c}_n \) and the dipole moment therefore satisfy equations (142) and (143) which are differential equations of exactly the same form. Moreover, we have already solved exactly the same equation for the classical antenna! Using our earlier solution (45), and assuming the emitter is excited at \( t = 0 \), we find that the general form of the field operators \( \hat{c}_n \) and the dipole operator are,

\[
\hat{c}_n(t) = \hat{c}_n^{(0)}(t) + \frac{1}{\omega_n\epsilon_0} e_d \cdot \mathcal{E}_n(r_0) \int_0^t \sin(\omega_n(t - t')) \frac{d\hat{d}_n^{(0)}(t')}{dt'} dt',
\]

(144)

and

\[
\hat{d}(t) = \hat{d}^{(0)}(t) + \frac{2\omega_n^2}{\hbar} \sum_n e_d \cdot \mathcal{E}_n(r_0) \int_0^t \sin(\omega(t - t')) \hat{p}_n^{(0)}(t') \sigma_c dt'.
\]

(145)

There are several notable differences between (144) and (145), and the classical solution (45). Firstly, we have not made the assumption—as we did for the classical antenna—that the coupling between the atom and the field is suddenly ‘switched on’ at \( t = 0 \). This is just to avoid the complicated atomic dynamics due to the sudden change in coupling with the field. A more fundamental difference is that we have been forced to introduce the zeroth-order part of the field operator, \( \hat{c}_n^{(0)}(t) \), which is the solution to the equation of motion (134) with zero on the right hand side. In the classical calculation we explicitly neglected such terms, setting the electromagnetic field to be exactly zero before the antenna was switched on. However, in quantum mechanics it is not possible to set the operator \( \hat{c}_n \) to zero (or the operators \( \hat{d}, \hat{d}_n \), and \( \hat{\xi} \), for that matter) because these operators must fulfill the commutation relation (123) at all times. Therefore the terms \( \hat{c}_n^{(0)} \) must always be included, whether a source of radiation is present or not. This is an expression of the uncertainty principle: we cannot simultaneously know both the ‘positions’ \( c_n \) and ‘momenta’ \( \pi_n \), of the oscillators making up the electromagnetic field. There is thus no way that the field can be zero at any time. We can think of these terms \( \hat{c}_n^{(0)} \) and \( \hat{d}^{(0)} \) as a kind of ever-present quantum noise, where the value of the atomic and field variables are never at rest, instead always jiggling around.

Using expressions (139) and (140) along with the definitions of the various operators, we can find the solution to the integrals in our expressions for the field and dipole operators (144) and (145),

\[
\hat{c}_n(t) = \sqrt{\frac{\hbar}{2\omega_n\epsilon_0}} [\hat{a}_n e^{-i\omega_n t} + \hat{a}_n^\dagger e^{i\omega_n t}]
\]

(146)

and

\[
\hat{d}(t) = \left( \begin{array}{c} 0 \\ \frac{\hbar\epsilon_0}{\omega_n} - \omega_n^2 \end{array} \right) \mathcal{E}_n(r_0) \left( \begin{array}{c} 0 \\ \alpha_n(t) \mathcal{P} \end{array} \right),
\]

(147)

where we defined the coefficients

\[
\alpha_n(t) = i\omega \int_0^t \sin(\omega(t - t')) e^{it'} dt',
\]

\[
\beta_n(t) = i\omega \int_0^t \sin(\omega(t - t')) e^{it'} dt'.
\]

(148)

This completes our first-order determination of the atom and field operators.

5.4. The power radiated by the atom, and the spontaneous emission rate

Now consider the process shown in the cartoon of figure 5. Our atom is initially (at time \( t = 0 \)) in the excited state \( |1\rangle \) and the field is initially in the ground state \( |0\rangle \) (i.e. all the simple harmonic oscillators with amplitude operators \( \hat{c}_n \) are in their ground state). We calculate the average rate of power leaving the atom just as we did in the classical case (47). By analogy with our classical expression (12), we define a (Hermitian) power operator

\[
\hat{P} = -\int \frac{1}{2} \left\{ \hat{J}(r, t) \cdot \dot{\mathbf{E}}(r, t) + \dot{\mathbf{E}}(r, t) \cdot \hat{J}(r, t) \right\}.
\]

(149)

The current and field operators can be expressed in terms of the expansion of the electromagnetic field (129) and the
relationship between the current and the dipole moment (40)). Averaging over a time interval \([0, T]\), the average power leaving the atom is given by
\[
\langle \mathcal{P}^Q \rangle = \sum_n \mathbf{e}_d \cdot \mathcal{E}_n(r_0) \frac{1}{2T} \int_0^T dt \langle 0 | \mathbf{i} \langle 1 | \mathbf{i} \rangle_{a_d} 
\]
\[
x + \left[ \frac{\partial \mathbf{d}^a(t) \cdot \partial \mathbf{d}^a(t)}{dt} + \frac{\partial \mathbf{d}^a(t) \cdot \partial \mathbf{d}^a(t)}{dt} \right] \langle 0 | \mathbf{i} \langle 1 | \mathbf{i} \rangle_{a_d}. \quad (150)
\]
where the superscript \(Q\) indicates that this quantity was calculated using quantum mechanics, as opposed to the classical power flow (49). Inserting our first-order solution for the evolution of the field amplitude and dipole operators (146) and (147), and using the fact that the lowering operator \(\hat{a}_n\) reduces the ground state to zero, the average power leaving the atom is given by
\[
\langle \mathcal{P}^Q \rangle = \left| \mathcal{P}^Q \right|^2 \sum_n |\mathbf{e}_d \cdot \mathcal{E}_n(r_0)|^2 \frac{1}{T} \text{Im} \int_0^T dt \left[ \frac{\omega}{\omega_n} \hat{a}_n(t) e^{-i\omega_n t} + \beta_n(t) e^{-i\omega_n t} \right]. \quad (151)
\]
As a final step, we use the definitions of the time dependent quantities \(\alpha_n(t)\) and \(\beta_n(t)\) given in (148), to evaluate the integral over time, giving
\[
\frac{1}{T} \int_0^T dt \left[ \frac{\omega}{\omega_n} \hat{a}_n(t) e^{-i\omega_n t} + \beta_n(t) e^{-i\omega_n t} \right] = (\omega \omega_n + \omega^2) \left[ \sin^2((\omega - \omega_n)T/2) \right] + \sin^2((\omega + \omega_n)T/2) \left[ \omega_n T \right]. \quad (152)
\]
We can now take the limit of a long averaging time \(T \rightarrow \infty\), consider only positive frequencies \(\omega\) and \(\omega_n\), and use the same formula for the delta function as we did for the classical antenna (50),
\[
\langle \mathcal{P}^Q \rangle = \frac{\pi \omega^2}{\epsilon_0} \left| \mathcal{P}^Q \right|^2 \sum_n |\mathbf{e}_d \cdot \mathcal{E}_n(r_0)|^2 \delta(\omega - \omega_n) \]
\[
= \frac{\pi \omega^2}{\epsilon_0} \mathbf{P}_p(\mathbf{e}_d, r_0, \omega) \quad \text{(153)}
\]
\[
= 2\mu_0 \omega^3 |\mathcal{P}^Q|^2 |\mathbf{e}_d| \cdot \text{Im} \left[ G(r_0, r_0, \omega) \right] \cdot \mathbf{e}_d. \quad (154)
\]
Equation (153) is an example of what is known as Fermi’s Golden Rule [94–96]. Expression (154) shows that the power leaving the atom as it makes its transition from the excited to the ground state is—just like the classical antenna—proportional to the local density of states. The average rate at which the atom makes this transition \(\Gamma^Q\) is simply the average power divided by the photon energy \(\hbar\omega\),
\[
\Gamma^Q = \frac{\langle \mathcal{P}^Q \rangle}{\hbar\omega} = \frac{\pi \omega^2}{\epsilon_0} \frac{|\mathcal{P}^Q|^2}{\mathbf{P}_p(\mathbf{e}_d, r_0, \omega)}.
\]
As anticipated, there is very little difference between this expression and the classical power flow in equation (13). Given the dependence on the PLDOS, all of the results from section 4 carry over to the case of an atom spontaneously emitting a photon. Assuming the quantum transition dipole moment \(\mathcal{P}\) is analogous to the classical dipole amplitude \(d_0\), the only obvious difference between the rate of power emitted from the atom (153) and that from a classical antenna (52) is a factor of 4. This factor is curious, because it suggests that a quantum mechanical system is four times more effective at emitting electromagnetic power than a classical one. Can this really be true? We shall return to this point in section 7.

6. Approximations and limitations

At this point it is worth taking a moment to reflect on what we have achieved. We have derived the steady state power emitted from both a classical and quantum mechanical dipole antenna, and emphasized its dependence on the environment. It should be remembered that both expressions (52) and (153) are only approximate, and we now give a list of the most important approximations we made:

i. Dipole approximation. The assumption made in the dipole approximation is that only the electric dipole moment associated with an emitter’s excited state is important. This means the emitter is small compared to the scale over which the field varies. The typical scale of variation is the wavelength, meaning that neglecting the higher order multipole moments is typically a good approximation for sub-wavelength sized emitters. However, in many nanophotonic structures of recent interest the optical fields are compressed into very small volumes; this is particularly the case for plasmonic resonators, see e.g. [66]. Associated with the tight field confinement is an increase in the field gradient, so much so that the electric field can no longer be considered to be uniform across the emitter; the dipole approximation fails in such circumstances [97]. This “failure” is in fact an attractive one since it provides a way to access emitter transitions that are forbidden within the dipole approximation. This fascinating prospect has been investigated by a number of authors, for example [98–101], including selective coupling to modes of different orbital angular momentum [99, 102].

ii. Weak coupling. In our classical calculation this approximation was made when we assumed that the current flowing through the antenna was not influenced by the emission of radiation. Quantum mechanically we made this assumption when we applied first-order perturbation theory, which is an approximation that is valid only for weak interactions. This assumes that the internal forces within the antenna or the atom are much larger than those due to the field. Were we to work in the opposite limit, where the coupling energy is comparable to or larger than the internal energy we would be in the strong coupling regime, described for example in [52, 103].

iii. Time averaging. Although not an approximation per se, we must remember that both our classical and quantum mechanical rates of emission are averages over a long time period. In many quantum mechanical calculations,
this time averaging is evident when one neglects rapidly oscillating terms in the Hamiltonian, which is known as the ‘rotating-wave’ approximation. We therefore should not expect to be able to accurately predict, e.g. transient behavior after an atom has been initially excited. This transient behavior can be subtle; for instance the way in which the atom decays from the excited state depends on the extent to which its environment exhibits memory of the past state of the atom. If such a memory is negligible then the excited state decays exponentially. If the memory effect is not negligible, then the decay has a different behavior, as discussed for example in [104–106].

iv. Effective medium approximation. When we calculated the PLDOS equation (68) in a homogeneous material of permittivity \( \epsilon \) and permeability \( \mu \), we implicitly assumed that the microscopic details of the material were not important for the rate of emission. We should be careful about doing this, because—for example—our dipole could be an atom placed within a material, which is nothing more than a collection of other atoms. How can we justify only properly calculating the dynamics of one atom? There are some important cases where we cannot get away with this. For example, if the medium exhibits significant absorption then the local density of states becomes undefined in the effective medium approximation. We see this immediately from the expression for the partial local density of states (58) in terms of the Green function for a homogeneous medium (61),

\[
\rho_p(\mathbf{r}_d, \mathbf{r}_0, \omega) = \frac{2\omega}{\pi\epsilon_0} | \mathbf{e}_d \cdot \text{Im} \{ G(r_0, r_d, \omega) \} | \mathbf{e}_d,
\]

\[
= \frac{2\omega}{\pi\epsilon_0} \left\{ k_0 n \left[ 1 - \Re \left[ \frac{1}{n^2} \right] \right] \right\} \cdot \mathbf{e}_d,
\]

\[
+ \frac{1}{k_0^4} \text{Im} \left[ \frac{1}{n^2} \right] \lim_{r \to 0} \lim_{\Delta \to 0} \frac{\partial^2}{4\pi r^2} \left( \cos(k_0nr) \right),
\]

\[\to \infty.\] (156)

The factor of \( 1/r \) inside the double derivative diverges in the limit \( r \to 0 \), indicating that the effective medium approximation does not lead to a finite local density of states in the presence of any absorption. For the case of a classical dipole antenna, this prediction of an infinite rate of emission (and the limitations of the effective medium approximation) has been discussed by Tai [107]. On the quantum mechanical side, the problem of predicting spontaneous emission in an absorbing medium, and the associated breakdown of the effective medium approximation is discussed by Barnett et al [69], the same problem has also been addressed from a classical perspective [71, 108]. Closely related to this breakdown of macroscopic electromagnetism is the need to include local-field corrections [109, 110]. These corrections estimate the microscopic field at the position of the emitter (the emitter couples to the exact electric field at its location, not the spatially averaged one we have used here).

7. A difference between classical and quantum emitters

As we have seen, the quantum mechanical behavior of an atom coupled to the electromagnetic field has much in common with its classical counterpart, and the local density of states governs the rate of emission in both cases. This is because the local density of states quantifies the allowed electromagnetic modes at a particular point in space, and quantum and classical electromagnetism don’t disagree about what modes are allowed, only how they are occupied. So after all that, is it just a matter of language? Is the physical process of emission from a classical antenna actually the same as that from a quantum system? The answer is no, as indicated by the difference of a factor of 4 between (52) and (153). In this section, we tease apart the difference in the physics of the emission of electromagnetic waves from classical and quantum dipoles.

The factor of 4 difference between quantum and classical predictions for spontaneous emission arises from two factors of two that come from quite different places. One of these factors is trivial and comes from a lack of consistency in notation, the second comes from interesting physics.

To see where the first of these factors arises, consider the time average of the square of the classical dipole moment. From its definition (48) we see that this average equals,

\[
\langle d(t)^2 \rangle^C = \frac{1}{T} \int_0^T dt \frac{1}{2} [d_0^2 e^{-2\alpha t} + d_0^* e^{2\alpha t}]
\]

\[+ 2 |d_0|^2 = \frac{1}{T} |d_0|^2.\] (157)

Meanwhile if we take the equivalent time average of the expectation value of the quantum dipole moment operator squared (defined as in (128)), for an atom initially in the excited state, we obtain,

\[
\langle d(t)^2 \rangle^Q = \frac{1}{T} \int_0^T dt \langle \hat{d}(t)^2 \rangle |1\rangle |1\rangle
\]

\[= \frac{1}{T} \int_0^T dt \langle [\hat{P}_x^2 \hat{\delta}_x^2 + \text{Im}[\hat{P}_x^2 \hat{\delta}_y^2]] |1\rangle |1\rangle.\] (158)

where we used the fact that \( \hat{\delta}_x^2 = \hat{\delta}_y^2 = I_0 \) and \( \hat{x}_0 \hat{\delta}_y + \hat{\delta}_y \hat{x}_0 = 0 \). Comparing the two expressions (157) and (158) we see that assuming that \( \hat{P} \) is equivalent to the classical dipole moment of the atom \( d_0 \) (128) is not quite right. The dipole moment \( d_0 \) is actually a factor of \( \sqrt{2} \) smaller than we thought, and therefore expression (154) artificially looks twice as big. This explains one of the factors of 2, and shows that for a proper comparison we should really reduce \( \hat{P} \) by a factor of \( \sqrt{2} \).

The other factor of 2 is much more interesting. We see where it comes from by comparing the general form of the classical and quantum expressions for the power emitted from the atom. Our quantum mechanical solution for the evolution
of the field amplitudes and the dipole operator (144) and (145) has the form,

$$\hat{c}_n(t) = \hat{c}^{(0)}_n(t) + \hat{c}^{(1)}_n(t),$$
$$\hat{d}(t) = \hat{d}^{(0)}(t) + \hat{d}^{(1)}(t),$$
(159)

where the quantities with a superscript zero indicate the motion in the absence of any atom–field coupling, and the superscript of unity indicates the effect of the interaction. For example $\hat{c}^{(0)}_n$ represents the quantum mechanical ‘vacuum’ field, which is present irrespective of the atom, while $\hat{d}^{(1)}$ represents the atomic motion induced by the ‘vacuum’ field $\hat{c}^{(0)}$. The analogous classical solution for the evolution of the field and the dipole (45) only contains some of the terms present in the quantum mechanical solution, i.e.

$$c_n(t) = c^{(1)}_n(t),$$
$$d(t) = d^{(0)}(t).$$
(160)

The electromagnetic field is zero without the antenna (so $c^{(0)}_n = 0$), and there is (to first-order in $d_0$) no effect of the electromagnetic field on the antenna (so $d^{(1)}$ is zero).

This difference between the terms in (159) and (160) is an expression of the effect of the ‘vacuum’ electromagnetic field. In quantum physics the field commutation relations (123) imply that there is always some non-zero electromagnetic field. This electromagnetic field causes current to flow within the atom, and this changes the way the atom emits, relative to a classical antenna. A picture of this difference is sketched in figure 14. In both classical and quantum emission there is a ‘radiation reaction’ where the emitted field acts back on the current, ‘pulling’ energy out of its motion. However, in quantum physics there is also an ever-present vacuum field that acts on the atom, changing the rate at which the energy is being pulled out.

We can identify the radiation reaction and vacuum field terms in the equation for the power leaving the atom with the $\omega_0(t)$ and $\beta_n(t)$ terms in (151). From our solution for the motion of the dipole (145) we know that terms involving $\beta_n$ arise from the effect of the vacuum on the motion of the atom. Therefore, neglecting such terms, the power leaving an atom due to ‘radiation reaction’ is equal to

$$\langle P_{\text{rr}} \rangle = \frac{\|P\|^2}{\epsilon_0} \sum_n |e_d \cdot E_n(r_0)|^2 \frac{1}{T} \text{Im} \int_0^T dt \left[ \frac{\omega}{\omega_n} \hat{c}_n(t)e^{-i\omega t} \right].$$

(161)

which — after taking into account the $\sqrt{2}$ difference in the definition of the dipole moment—is exactly equal to the rate of power leaving a classical antenna. Meanwhile the contribution from the vacuum field is given by those terms involving $\beta_n$ and not $\alpha_n$,

$$\langle P_{\text{vac}} \rangle = \frac{\|P\|^2}{\epsilon_0} \sum_n |e_d \cdot E_n(r_0)|^2 \frac{1}{T} \text{Im} \int_0^T dt \left[ \beta_n(t)e^{-i\omega t} \right].$$

(162)

This last result shows the curious result that the emission from a two level system is indeed twice as effective as an equivalent classical emitter, with equal contributions coming from the radiation reaction force and the vacuum field. In short, we can understand the emission from an atom using nothing but classical physics, but we must assume the presence of a ‘noisy’ background electromagnetic field, that serves to increase the radiation from a two-level system. This splitting of effects is well described by Milonni in his textbook, The quantum vacuum [2]. However, the choice of a two-level system is not the only one, other less well explored systems are also possible and will be the subject of a future report.

Before ending this section it is interesting to compare data from experiments based on classical emitters to those based on quantum emitters, as is done in figure 15. In this figure, data have been compiled from experiments reported in the literature in two very different regimes. The first is classical, the experiment involving a radio frequency antenna suspended between two conducing planes that form a planar cavity. The second is quantum, the experiment involving the emission of light by excited Eu$^{3+}$ ions. For the RF experiment the normalized power dissipated by the antenna is plotted as a function of the normalized cavity thickness (black circles); the power is normalized w.r.t. the power dissipated in the absence of a cavity, and the cavity thickness is normalized to the emission wavelength of the antenna. For the experiment with Eu$^{3+}$ ions the measured emission rate (inverse fluorescence lifetime) is plotted as a function of normalized cavity thickness (red diamonds). Regarding the calculated data shown in figure 15, for the RF case (black line) the expected dependence was calculated using equation (110) above (for the dipole moment/antenna parallel to the plane of the cavity); for the optical case (red line) the expected dependence was calculated using equation (111). In both cases the theoretical expectations provide a reasonable match with experiment. We should comment on the differences.

The RF and optical expectations are different for two reasons. First, in the RF case the mirrors are perfect reflectors, whilst in the optical case they are thin metal films that exhibit loss, hence the rounding of the features. Second, in the RF case the antenna is in the parallel orientation, whilst the Eu$^{3+}$ ions are free to tumble in space on a time scale that is faster than their emission lifetime, see equation (111). The loss associated with metals at optical frequencies is also responsible for the steep rise in the emission rate for normalized cavity thicknesses $d_{cav}/n\lambda < 0.3$, since, at these frequencies metallic cavities support coupled surface plasmon modes that have no cut-off [77, 113]. Note that for both systems there is very little evidence of the second-order cavity
mode that has a cut-off at a normalized cavity thickness of 1. This is because this second-order mode has a node at the center of the cavity, the very place where the antenna/emitters are located. Despite the differences in the details, the data from both realms in figure 15 show much the same behavior, reflecting the fact that the densities of states are the same in classical and quantum realms, as we have been keen to point out throughout this article. In addition, the length scales that pertain to these systems differ by more than 5 orders of magnitude, nicely demonstrating the universal character of the effect of the local density of states on emission processes.

8. Extracting the LDOS from the measured rate

In this section, we shall put our newly acquired know-how to use. We shall look at how to obtain the LDOS from experiments of spontaneous emission, which requires a careful treatment of the measurement of spontaneous emission decay, including dealing with the possibility of non-exponential decay, and considering the effect of the quantum efficiency of the emission process.

8.1. Measurement of emission rates

So far we have been concerned with the concept and formalism of the local and partial densities of states. In this section we discuss how the local and partial densities of states may be determined from experiment. These densities of states are not quantities that we can measure directly, instead we need to determine them indirectly via the effect they have on light-matter processes. The best known of these is the spontaneous emission of light by a dipole emitter, but as already discussed, others include black-body radiation and the Casimir effect. We have already studied in detail the emission by a classical dipole antenna, and by a quantum emitter (sections 3 and 5). As we have seen, in both cases the rate of emission has the same dependence on the local and partial densities of states (see equations (13) and (14)). We will find that several assumptions are necessary to determine the local or partial density of states from an experiment.

Experiments typically determine the spontaneous emission decay rate through recording the intensity of the luminescence following pulsed excitation. This is usually done repeatedly, and the arrival times of photons are recorded using time-correlated single photon counting over many cycles of pulsed excitation [114]. Note that determining the local or partial density of states via emission rates has the benefit that the rate is independent of both the direction in which the emitted light is collected [115], and the collection efficiency of the detection optics. The problem is that the emission process is never perfect: not all excited emitters produce a photon. Instead some lose their energy in a non-radiative way. Non-radiative decay refers to the dissipation of the emitter’s energy into non-optical modes, primarily into heat (phonons). The total decay of emitters from the excited state is thus a combination of radiative and non-radiative decay, as sketched in figure 16. Given that the local or partial density of states only affects the radiative decays, one needs to be able to eliminate these non-radiative contributions.

As an additional complication, changing the local optical environment may alter both radiative and non-radiative rates [116]. In the presence of an interface as considered in sections 4.2 and 4.4.1, the radiative rate will be different because the allowed electromagnetic modes will be altered. If the interface is between the host medium and a metal of finite conductivity then surface plasmon modes may be present, offering another decay route for energy from the excited molecule. However, we still regard this as a modification to radiative decay, even though the surface plasmon mode might be highly damped; this is because surface plasmon modes can be recovered to produce light [117]. But introducing the same (metal) surface may also alter the non-radiative rate since the energy of the excited molecule may now be lost to heat in the metal through Joule heating, Landau damping etc [118]. The length scale at which significant modifications to the non-
emitters in the excited state thus decays in a single exponential fashion. As already discussed, in the presence of non-radiative decay, we need to consider both the radiative ($\Gamma_{\text{R}}$) and non-radiative ($\Gamma_{\text{NR}}$) contributions to the total decay rate ($\Gamma$), i.e.

$$\Gamma = \Gamma_{\text{R}} + \Gamma_{\text{NR}}.$$  \hspace{1cm} (165)

the degree of non-radiative decay is quantified via the quantum efficiency $\eta$, which is defined as

$$\eta = \frac{\Gamma_{\text{R}}}{\Gamma_{\text{R}} + \Gamma_{\text{NR}}}. \hspace{1cm} (166)$$

If the quantum efficiency equals unity, the emitter can only decay through releasing a photon, whereas a quantum efficiency of zero indicates that the decay is entirely non-radiative. Having separated the decay rate into these two parts, the rate of decay from the excited state can also be written as a sum of two terms

$$\frac{d}{dt}[N^e(t)] = -\Gamma_{\text{R}}N_0^e \exp(-\Gamma t) - \Gamma_{\text{NR}}N_0^e \exp(-\Gamma t) \hspace{1cm} (167)$$

which we write as

$$g(t) = f(t) + h(t) \hspace{1cm} (168)$$

i.e. the total rate of decay $g(t)$ is equal to the sum of the number of photons produced per unit time, $f(t)$ and the number of non-radiative decays per unit time, $h(t)$. Note that in practice we will not capture all of the photons that are produced, our measured photon rate will thus be less than $f(t)$ by some factor. Figure 16 shows how the observable $f(t)$ is related to the decay of a quantum emitter from its excited state $|1\rangle_{\text{at}}$ to its ground state $|0\rangle_{\text{at}}$. The number of excited emitters at time $t$ is $N(t)$, and this number can be probed by transient absorption spectroscopy [120–122]. Meanwhile, the non-radiative decay events $h(t)$ can be probed using photothermal techniques [123, 124].

It is instructive to calculate the average arrival time of an emitted photon, $\langle t \rangle$, this being one of the quantities that can be determined in the aforementioned experiments. Given that the instantaneous probability of photon emission is proportional to $f(t)dt$, this is given by

$$\langle t \rangle = \tau_{\text{ave}} = \frac{\int_0^\infty f(t) t \, dt}{\int_0^\infty f(t) dt}. \hspace{1cm} (169)$$

where we note that $\int_0^\infty f(t) dt$ is the total number of photons produced over all time. Carrying out the integration we find

$$\int_0^\infty f(t) dt = \Gamma_{\text{R}}N_0^e \int_0^\infty \exp(-\Gamma t) dt = N_0^e \frac{\Gamma_{\text{R}}}{\Gamma},$$  \hspace{1cm} (170)

whilst evaluating $\int_0^\infty f(t)t dt$ gives,

$$\int_0^\infty f(t)t dt = N_0^e \frac{\Gamma_{\text{R}}}{\Gamma^2},$$  \hspace{1cm} (171)

so that the average arrival time $\langle t \rangle$ is, from (169)

$$\langle t \rangle = \tau_{\text{ave}} = \frac{1}{\Gamma}. \hspace{1cm} (172)$$
The average arrival time is thus governed by the total decay rate $\Gamma$, rather than the radiative decay rate $\Gamma_R$. However, the local density of states only affects the radiative decay rate. To find the local or partial density of states one must separate out the radiative and non-radiative contributions to this decay rate.

To determine the partial or local density of states experimentally we perform a relative measure, comparing the spontaneous emission rate in two different systems. We take these two systems to be (i) an unstructured ‘bulk’ environment; and (ii) a structured environment, where we want to know the partial or local density of states. We write the bulk decay rate as $\Gamma_b$, so that equation (165) becomes,

$$\Gamma = \Gamma_R + \Gamma_{NR} = \frac{\rho_{LP}(\epsilon_d, r_b, \omega)}{\rho_b(\omega)} \Gamma_R + \Gamma_{NR},$$

(174)

where $\rho_{LP}(\epsilon_d, r_b, \omega)/\rho_b(\omega)$ is the extent to which the structuring the local environment alters the local/partial (as appropriate) density of states compared to the bulk, and thus the radiative decay rate. As discussed above we have assumed that structuring the environment does not alter the non-radiative decay rate, we have thus replaced $\Gamma_{NR}$ by $\Gamma_{NR}$ in (174).

Combining equations (166), (173) and (174), we can thus find an expression for the local or partial density of states in terms of the relative emission rate and the quantum efficiency,

$$\frac{\rho_{LP}(\epsilon_d, r_b, \omega)}{\rho_b(\omega)} = \frac{\Gamma/\Gamma_{b}}{\eta_{b}} - \frac{1 - \eta_{b}}{\eta_{b}}.$$  

(175)

Thus, provided we can determine the quantum efficiency $\eta_{b}$ and the normalized decay rate $\Gamma/\Gamma_{b}$, then we can find the structured environment contribution to the local/partial density of states. We can also relate our expression to the vacuum density of states and the refractive index of our ‘bulk’ medium, $n$ through (63) as,

$$\frac{\rho_{LP}(\epsilon_d, r_b, \omega)}{n^2\rho_b(\omega)} = \frac{\Gamma/\Gamma_{b}}{\eta_{b}} - \frac{1 - \eta_{b}}{\eta_{b}}.$$  

(176)

where $n$ is the refractive index of the bulk medium.

An example of how measured lifetimes (rates) may be used to determine the partial/local density of states is shown in figure 17. These data were taken from [36] and replicate the classic experiment reported by Drexhage in the 1970s [39]. In this experiment a layer of Eu$^{3+}$ ions is embedded in a dielectric layer above a silver mirror. The fluorescence lifetime (rate) is measured as a function of the distance between the Eu$^{3+}$ ions and the silver mirror. The figure reveals that the lifetime oscillates as a function of this distance, the oscillations becoming smaller in amplitude as the distance increases.

From our discussions in section 4 we can understand this result by thinking of the Eu$^{3+}$ ions as antennas that are driven by the reflected field, i.e. the scattering view point of figure 7. In figure 17(a), the experimental data are plotted together with three calculated data sets, using an approach based on equations (110) and (111) given above [84]. Fitting theory to experiment is done by simulating the experimental data using (110) and (111), varying three adjustable parameters: the quantum efficiency, the bulk decay rate (i.e. the rate in the absence of a mirror), and the dipole orientation. The quantum efficiency is determined largely by the amplitude of the oscillations. Notice also that the data are best fit by a model in which the emitters sample all directions in space on a timescale that is faster than the decay rate, see equation (111) above. Figure 17(b) makes use of equation (176) to extract the local density of states. The sharp rise in the density of states at small emitter-mirror distances is due to the surface plasmon mode supported by the silver/dielectric interface. Such a conclusion is supported by an analysis similar to that shown in figure 13 (not shown, but available in [36]). A similar approach was adopted recently by van Dam et al to investigate the internal emission efficiency of silicon nanoparticles [125].

The change in rate of spontaneous emission for emitters in front of a mirror originally pioneered by Drexhage [39] has become a powerful system in which to explore (P)LDOS variations in a number of arenas including acoustics [58] and circuit QED [59], there is also now a nice 2D version of the Drexhage experiment [126].

8.2. Exponential versus non-exponential decay

From the above analysis it seems relatively straightforward to extract the (P)LDOS from the relative decay rate and the quantum efficiency, via equation (175). However, this is only the case if the decay is well represented by a single exponential as in equation (164). In a typical experiment the measured decay curve $f(t)$ is a histogram of the arrival times of single photons after many excitation–detection cycles. This histogram should be fit with an appropriate statistical function, the decay rate—or more generally the distribution of decay rates—of the process may then be deduced by fitting the modeled function to the experimental data. In the simplest
case, when the system is characterized by a single decay rate $\Gamma$, the decay curve is described by a single-exponential function (see figure 1 and the discussion above). In many cases, however, the decay is much more complex and may be very different from a single-exponential decay [106, 120, 127–133]. Non-exponential decay usually means that the decay is characterized by a distribution of rates (either radiative, non-radiative, or both) instead of a single rate [134]. For example, ensembles of quantum dots in photonic crystals experience the spatial and orientational variations of the PLDOS leading to strongly non-single-exponential character of the decay [135]. The problem of describing relaxation processes that do not obey a simple single-exponential decay is a very general one, and to help deal with it the decay function $f(t)$ is best described using a distribution of rates, of which the log-normal distribution has been found particularly useful, see for details [134].

We note that in many reports too little attention is paid in selecting the right function $f(t)$ to fit to the data, as this is essential to adequately interpret non-exponential decay. The widely adopted use of stretched exponentials to interpret non-exponential decay (see e.g. [125, 137]) has a number of problems, notably regarding proper normalization, proper definition, and physical interpretation, see [134].

8.3. Role of the quantum efficiency

The quantum efficiency associated with an emissive state determines the effectiveness with which the density of states may change the emission rate. This can easily be seen by rearranging equation (175) to give

$$\Gamma \Gamma_b = (1 - \eta) + \frac{\rho_1}{\rho_b(\omega)}. \quad (177)$$

The first term $(1 - \eta)$ on the right hand side of equation (177) represents the part of the overall decay probability that is non-radiative in character and can therefore not be changed by altering the density of optical states; the second term represents radiative decay and this component is subject to change through the density of states.

One way to visualize the influence of non-radiative decay and the role of the quantum efficiency on the emission process is to make use of equation (177) and plot the normalized decay rate, $\Gamma / \Gamma_b$, against the normalized partial/local DOS, $\rho_1 / \rho_b(\omega)$. This is done in figure 18 where data are compiled primarily from two sources. Data from samples that made use of Eu$^{3+}$ ions as the emitters are shown from previously unpublished data kindly provided by Piers Andreev. Data presented by Blum et al [56] are also shown for the emissive dye Alexa488. These two data sets were chosen because the Eu$^{3+}$ ions and the Alexa488 dye have the same quantum efficiency ($\sim 0.7$), whereas their decay rates differ by nearly 5 orders of magnitude (Eu$^{3+} 10^3 \sim \text{s}^{-1}$, Alexa488 $10^8 \sim \text{s}^{-1}$). The data in figure 18 thus show that the effect of the LDOS on spontaneous emission is universal in character, it is not important what the absolute value of the decay rate is. Below, we examine the consequences of low and high values of the quantum efficiency for two different kinds of measurement [138, 139].

8.3.1. Continuous excitation. Here we need to be explicit about what the excitation mechanism is not! We are not considering resonant excitation, i.e. exciting emitters by illuminating them with an electromagnetic (optical) field at the same frequency at which they emit, such a situation is known as resonance fluorescence and is not an appropriate way to interrogate emitters if one wishes to learn something about the LDOS they experience. That apart, the mechanism of excitation is not really important, but to be concrete we consider a 3-level emitter-scheme as shown in figure 19.

We consider an ensemble of emitters [138]. At any moment the number of emitters in the excited state (e) is $N'$. Emitters in the ground state (g) are pumped at a rate $R$ to an upper state (u) from where they relax very quickly to the excited state. We consider the non-saturation regime, i.e. where pump rates are such that at any given time nearly all of the emitters are in the ground state. The pump rate $R$ is thus independent of the population $N'$. The rate of change of the
number of emitters in the excited state has two components: the state is populated by pumping, and depleted by decay. We thus have
\[
\frac{dN^e}{dt} = R - \Gamma N^e,
\]
where \( \Gamma \) is the decay rate in our structured local environment\(^{14} \), see equation (174). In steady state \( \frac{dN^e}{dt} = 0 \) so that equation (178) becomes
\[
R = \Gamma N^e.
\]
It is, however, more informative to write this equation as
\[
N^e = R/\Gamma,
\]
because the meaning of this equation is that for a given pump rate \( R \) the number of emitters in the excited state, under steady-state conditions, is \( R/\Gamma \). Now, the intensity \( I \) of the emission produced by the emitters is equal to
\[
I = \eta \Gamma N^e,
\]
where as before, \( \Gamma^s_R \) is the radiative rate in our modified environment. It is useful to make use of the quantum efficiency \( \eta \), given by (166) as \( \eta = \Gamma^s_R/(\Gamma^s_R + \Gamma_{NR}) \). We can thus write the intensity as
\[
I = \eta \Gamma N^e,
\]
which in turn, through the use of (180) can be written as
\[
I = \eta \Gamma N^e = \frac{\Gamma^s_R}{\Gamma} = \eta R.
\]
This equation tells us how the emitted intensity under CW excitation depends on the pump rate. It is instructive to look at two regimes, \( \eta \sim 1 \) (high efficiency), and \( \eta \ll 1 \) (low efficiency).

(1) High efficiency (\( \eta = 1 \)). In this case equation (183) becomes \( I = R \), i.e. the emitted intensity is determined solely by the pump rate \( R \), whereas the (P)LDSOS plays no role. In the radio antenna world, this is known as a constant power source (CPS), the power radiated by the antenna is independent of the load it is subjected to [139]. This lack of LDSOS dependence may at first sight seem strange since a cursory examination of equation (179) might lead one to think that the LDSOS does play a role, since a change in LDOS leads to a change in \( \Gamma \). This highlights the need to be careful to consider which are the dependent variables in an equation such as equation (179); in this case it is not the pump rate that is determined by the number of emitters in the excited state \( N^e \), rather it is the number of emitters in the excited state that is determined by the pump rate, i.e. it is (180) that should be used to guide our thinking here. Summarizing, for \( \eta \sim 1 \), i.e. for efficient emitters, the emission intensity depends only on the pump rate and no information can be gained about the LDOS from CW measurements.

\( ^{14} \) There is scope for some confusion here, since both \( R \) and \( \Gamma \) are referred to as rates, and yet \( \Gamma \) in equation (178) is multiplied by \( N^e \). Both \( R \) and \( \Gamma \) are indeed rates, but \( \Gamma \) is the rate for one emitter, the rate for \( N^e \) emitters is thus \( \Gamma N^e \).
convenient probe of the LDOS. If the quantum efficiency is low, however, then equation (177) shows that the LDOS has little effect on the overall rate; the time resolved emission is dominated by non-radiative decay. Thus in this case, difficult as it may be due to possible problems with radiation patterns and so on, CW measurements may be preferred.

8.4. Bandwidths, time-scales, and the LDOS

In experiments and in real devices we should note that it is important to consider not just the central frequency (see equation (1)) and the radiative emission rate (see equation (2)), we need also to consider the spectral bandwidth of the spontaneous emission process. Commonly, the spectral bandwidth has two contributions, known as homogeneous and inhomogeneous broadening, where the latter results from studying many emitters (an ensemble), whilst the former is the broadening associated with a single emitter. Inhomogeneous effects may for instance be caused by strain in a solid sample varying from one emitter site to another. The homogeneous bandwidth $\Delta \omega_{hom}$ is typically interpreted as a combination of the finite excited state lifetime of any emitter, and the dephasing time. The latter is the time scale over which an oscillation maintains its phase, before being disturbed by external fluctuations such as Brownian motion [38].

As a final thought about time-scales, we note that there is another way to view the LDOS by considering it to be a correlation time of the so-called ‘bath’ (the environment) that surrounds the oscillating emitter [105]. One can show that this correlation time equals the product of the LDOS and the wavelength cubed, see also [141]. As an example, for an LDOS of $10^3 \text{s}^{-1} \text{m}^{-3}$ and a wavelength of 1 $\mu$m, the correlation time is $\sim 10^{-14}$ s, which compares with typical emission lifetimes encountered in nanophotonics of $10^{-12}$–$10^{-3}$ s. When the correlation time is much faster than a characteristic time of the emitter (like the lifetime), as in the case of this simple example, the bath responds faster than the emitter influences its environment, and in this case Markovian dynamics pertain.

9. Summary and conclusions

In this didactic article we have reviewed the concept of the LDOS, showing that there are in fact three quantities, namely the PLDOS, the LDOS, and the DOS that contain decreasing levels of information about the available modes in a system. Having shown that the partial local density of states (PLDOS) governs the radiation from both classical and quantum emitters, we illustrated several examples in detail, where the PLDOS, LDOS and DOS can be calculated exactly; from the simplest case of a homogeneous medium, to the relatively complicated case of a planar cavity that has lossy mirrors. We illustrated the very close relationship between the process of quantum and classical emission of radiation, showing that quantum emitters are more efficient than expected classically due to the presence of the quantum vacuum. We have also presented data to show that the effect of the LDOS on spontaneous emission is universal in character by comparing data that spans five orders of magnitude in terms of emission rate, and in terms of emission wavelength.
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